A relative robust optimization for a vehicle routing problem with time-window and synchronized visits considering greenhouse gas emissions
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Abstract
The Paris Agreement appeals to all countries around the world for reducing greenhouse gas emissions. Nowadays, logistics companies do not only consider improving service quality and reducing operating costs but also should take a particular corporate social responsibility: reducing greenhouse gas emissions. Minimizing greenhouse gas emissions has been emerged in vehicle routing problems in many investigations, while most of the models are deterministic. The feedback from logistics practice reveals that the workers often encounter uncertainties when providing services to customers. The decisions made without considering uncertainties show less robustness when carrying the logistics activities according to the given scheduling. Consequently, in this study, this is the first attempt to develop a relative robust optimization model for a vehicle routing problem with synchronized visits and uncertain scenarios considering greenhouse gas emissions. In this study the greenhouse gas emissions is evaluated by the fuel consumption cost. Due to the NP-hard of the studied model, a hybrid tabu search and simulated annealing is proposed to solve it. The experimental results on the popularly used benchmark instances demonstrate that the proposed algorithm is efficient and effective. The comparison performed among the solutions obtained by different types of models has highlighted the importance of considering uncertainties. Then, the sensitivity analysis is performed to observe the change of fuel consumption cost with varying types of vehicles. Statistical analysis is carried out to further validate the different models. Finally, two bi-objective optimization based scenarios have been established to demonstrate the trade-off between GHG emissions and robustness indicators. The proposed models can be applied to some practical applications, such as logging truck routing planing.

© 2020 Elsevier Ltd. All rights reserved.

1. Introduction
Recently, global warming has been involved by scientists, governments, social society and public. Environmentalists appeal us to pay more attention to the environmental issues (Ding et al., 2020) and take immediate actions to safeguard our homes and futures on this planet. The greenhouse gas (GHG) emissions, which are generated by human activities, are the most significant cause of observed climate changes. As shown in Fig. 1, statistical results indicate that the transport sector in the USA ranks the first position in terms of greenhouse gas emissions in 2017. As part of an effort to reduce GHG emissions, the European Union set a goal of reducing transport-related emissions by 60% in 2050 from 1990 levels. In 2015, the United States of America, which was one of the biggest polluters in the world, accounted for 15% of global carbon emissions from fuel combustion (UCS, 2019). According to a news reported by CNN in 2019, the United Kingdom aims to be the first country in the G7 economy with net-zero carbon emissions by 2050 (Westcott

https://doi.org/10.1016/j.jclepro.2020.124112
0959-6526/© 2020 Elsevier Ltd. All rights reserved.
The problem considered in this study is abbreviated as RO-GVRPTWSyn. Service hours. Table 1 reveals the arrival and waiting situation of
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elderly. It can be seen that a reasonable and stable schedule not only helps to reduce operating costs but also should take a certain corporate social responsibility for reducing greenhouse gas emissions. From the perspective of operational management, the main procedures of services in logistics companies can be roughly divided into three steps (Shi et al., 2017). First, a logistics company will be involved in collecting information from its customers. The customers provide their basic information such as the customers’ condition, demanded service types. After gathering all the information from customers, the company plans or reschedules a scheme to arrange the workers, demands, and devices to visit the customers. Operational research and other data science approach are usually employed to help the decision-makers to make a good schedule, which can arrange the limited resources (labor resources and equipment) efficiently utilized. After that, each worker drives a car to visit the customers’ home one by one according to the scheduling given by the logistics company.

In addition to greenhouse gas emissions, improving logistics operation efficiency has also been a major concern of logistics companies. The practice has shown that workers encountered a lot of uncertainties. Travel time is affected by weather, road conditions, traffic jams, and other factors. Besides that service time can be affected by, for example, the customer’s actual condition and the difficulty of finding a parking space. For example, the home health care service is a time-sensitive service (Shi et al., 2018b). At 11:00 a.m., an old adult with diabetes needs to inject insulin on time. At that time, serious delays may lead to serious affect on the health of the elderly. It can be seen that a reasonable and stable schedule not only helps to reduce operating costs but also helps to improve customer satisfaction and attracts more customers.

Recently, vehicle synchronization constraints have attracted the attention of researchers. This constraint is primarily described as the need for two workers to drive different vehicles, reach the customer’s home, and provide services to the customer simultaneously. According to the definition of synchronization constraints, once a worker is delayed, another worker cannot provide the entire service, so the entire service must face a waiting state until all the workers arrive. This puts higher demands on stable travel and service hours. Table 1 reveals the arrival and waiting situation of workers. The table shows that the customers waiting for the workers account for five kinds of scenarios in the whole nine scenarios. However, workers are allowed to wait but not customers during the services. The workers’ waiting can be regarded as a kind of rest. However, a delayed service for a customer may result in uncomfortable and displeasure. Therefore, in VRP with synchronization constraints, robustness is more significance.

Motivated by the aforementioned investigation, in this study, a VRP with time-window and synchronized visits considering greenhouse gas emissions (GVRPTWSyn) is investigated. Due to the reality of VRP scenarios, it always incurs uncertain factors, including traffic jams, the uncertainty of service time, etc. Therefore, the logistics company can make a more reasonable schedule if the uncertainties are considered in advance.

Generally speaking, the uncertainties could be considered into the optimization model either via fuzzy chance-constraint programming (FCCP), stochastic programming (SP) (Fu et al., 2019), or robust optimization (RO) (Hu et al., 2018). In the FCCP, the uncertain variables are assumed to be fuzzy variables, and the credibility theory established by Liu and Zhao (1998) is often utilized to construct the model. SP generally assumes a probability distribution (e.g., normal distribution), and the mathematical expectation value of a recourse function is added to the objective function. However, RO assumes that such probability information is unknown. RO generally uses uncertainty sets to characterize uncertainties. Commonly used uncertainty sets include box/ellipsoid uncertainty set, budgeted uncertainty set, and so on. SP generally optimizes expected values, and robust optimization optimizes worst-case cost/profit scenarios, which can make the obtained optimal solutions perform more robust. In logistics services, it is difficult to give the distribution characteristics of travel time and service time. Even if this distribution law is known in advance, it is difficult to estimate the values of the parameters. To ensure that the company could be obtain a robust solution (RO-GVRPTWSyn), in this article, robust optimization is selected as a modeling tool.

As the VRP itself is an NP-hard problem, and the problem considered in this study is an extension of VRP, with more difficult synchronization constraints in a robust optimization model. There is no doubt that RO-GVRPTWSyn is also an NP-hard problem, which is a computational challenge. According to the relevant work (Liu et al., 2019), heuristic algorithms are usually considered to solve this kind of problem. In this work, a hybrid simulated annealing (SA) and tabu search (TS) is designed. According to our trials, SA usually has strong global searchability while shows less local searchability in the early stage of the algorithm. Meanwhile, TS has good local searchability, as well as an excellent memory-based strategy for getting rid of the local optimal solutions. Therefore, the hybrid SA and TS can boost the performance of the searching ability both globally and locally. Additionally, the proposed algorithm integrates the advantages of SA and TS to guide the searching process to escape from the local minimum. Besides, some new components are also added to the framework of the algorithm with the features of the studied problem. To our best knowledge, our study is the first time for designing hybrid SA and TS for solving VRP with synchronization.

From the perspective of optimization technology, the proposed model is more difficult than the previous studies in two aspects.

- In the deterministic model, the dummy customers are introduced to describe the synchronization service, and this means that when performing the local search operators, they should be

---

1 The greenhouse gases is mainly composed by methane, carbon dioxide, water vapor and ozone.

2 The problem considered in this study is abbreviated as RO-GVRPTWSyn.
Table 1
The different situations of the arrival times of the worker A and B.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>early arrival</td>
<td>A and B: waiting (fine)</td>
<td>Arrive on time</td>
<td>B waiting (fine)</td>
<td>B and customer: waiting (bad)</td>
</tr>
<tr>
<td>arrive on time</td>
<td>A: waiting (fine)</td>
<td>no waiting (fine)</td>
<td>A and customer: waiting (bad)</td>
<td>B and customer: waiting (bad)</td>
</tr>
<tr>
<td>arrive late</td>
<td>A and customer: waiting (bad)</td>
<td>Arrive late</td>
<td>A, B and customer: waiting (bad)</td>
<td></td>
</tr>
</tbody>
</table>

ensured to be serviced simultaneously. For example, when performing an intra-route operation on route a1, e.g., 2-opt, the corresponding dummy customer who located route a2 must also be modified. Therefore the starting service time of the other customers on route a2 may also be changed. Consequently, the feasibility of the solution may also be changed. Therefore, the complexity of the algorithm will increase.

The RO framework is used to formulate our model. RO helps seek the worst cases of the model, which indicates that the RO model minimizes the maximum value of the objective function. Therefore the problem becomes a min_max problem, which is model difficult than the general linear optimization model. Three complicated recursive functions are derived in different scenarios.

The contributions of the our research are summarized as follows.

- Despite that the green VRPs have been widely investigated (Fathollahi-Fard et al., 2018), most of the models are deterministic. This is the first time that green VRP with synchronized visits and uncertain scenarios considering greenhouse gas emissions is studied with the RO perspective. Considering that uncertainties always exist, our model is closer to the reality of life.
- The RO-GVRPTWSyn is computationally challenging due to its NP-hard natural; therefore, an effective hybrid simulated annealing and tabu search algorithm is proposed to solve the robust optimization model. The hybrid algorithm combines the advantages of two heuristic algorithms, making it have good global search and local search capabilities.
- According to the definition of the RO and theory of the budget, the recursive function are derived for getting the largest arrival time of the workers in different scenarios. The comparisons between the results obtained by the deterministic model and the robust optimization models highlight the importance of considering service and travel times simultaneously.
- The change of the amount of greenhouse gas emissions is analyzed with the different scenarios of the robust models. Additionally, the trade-off between GHG emissions and robustness indicators is discussed by performing Pareto-based bi-objective optimization instead of the classical mono-objective optimization framework.

The remainder of this study is presented as follows. Section 2 summarizes the recent work related to the RO-GVRPTWSyn. The deterministic mathematical model and RO model are introduced in Section 3 and 4, respectively. Solution methods are illustrated and analyzed in Section 5. Section 6 reports the experimental results. In the end, conclusions and future studies are discussed.

2. Literature review

As presented above, related literature are divided into the following three categories. The first part is the green VRP, then the applications of synchronized visits constraints and the last one is VRP with uncertainties.

2.1. Green vehicle routing problem

With the widespread concern of environmental protection and sustainability, growing researches related to greenhouse gas emissions (He et al., 2017) are investigated. In recent years, green logistics is more and more popular (Abdi et al., 2019; Zulvia et al., 2020). One of the earliest work was done by Kara et al. (2007) with proposing a liner integer formulation for solving the energy minimization problem in VRP. Kara et al. (2007) found that various factors, including vehicle load, time spent, gasoline price, traveling distance, etc. may affect the travel cost of a given starting node and ending node. As a landmark research, Bektas and Laporte (2011) proposed a mathematical model named as the pollution routing problem. Bektas and Laporte (2011) extended the VRP with considering the travel distance, GHG emissions, fuel, traveling time, and other costs in the objective function.

Recently, many mathematical models of green VRP have been established and applied to different industries for logistics transportation. Xiao et al. (2018) designed a new cuckoo search for a patients-transportation-problem considering transport emissions in the healthcare industry. Macrina et al. (2019) studied a mixed green fleet VRP considering the partial battery recharging and time windows in which the mixed fleet includes conventional and electric vehicles. Li et al. (2019) introduced a novel ant colony optimization algorithm to settle a multi-depot green VRP with maximizing revenue and minimizing costs, time, and emission. Zulvia et al. (2020) proposed a many-objective gradient evolution algorithm for a green VRP considering time windows and time dependency for perishable products. One of the important branches of GVRP is electric vehicle routing problem (Montoya et al., 2017). Basso et al. (2019) addressed a two-stage electrical vehicle routing problem with taking into account the energy consumption, which is estimated by the speed of the vehicle and topography. Finally, they indicated that the estimation of the energy consumption is more exact than the state-of-art. Almouhanna et al. (2020) investigated the location-routing problem with the limitation of the travel distance when utilizing electric vehicles. In their study, they consider the location problem and vehicle routing problem simultaneously. As a feature in this transportation system, they added constraints of travel distances to the electric vehicles. Finally, the model is solved with a multi-start heuristic approach.

Green VRP can be viewed as the extension of VRP, which has been proven to be an NP-hard problem. Therefore green VRP is also an NP-hard problem. Consequently, real-world, large-scale instances are difficult to be solved directly with commercial software, such as CPLEX solver and Gurobi Solver. For solving the proposed green VRP models, the researchers developed various algorithms that can be divided into two categories, including exact algorithms and meta-heuristics. Some of the related algorithms are summarized in Table 2.
2.2. VRP with synchronized visits

In addition to greenhouse gas emissions, synchronization constraint is another interesting point in VRP. The constraint of synchronized visits indicates that two or more workers provide service for a customer simultaneously when carrying out logistics services. Bredström and Rönqvist (2008) made the earliest attempt to investigate the vehicle routing and scheduling problem with time windows and synchronized visits. Bredström and Rönqvist (2008) presented a mathematical programming model and produced the first classical benchmark instances. After that, synchronized visits were extensively considered in VRP problems. Drexl (2012) conducted a survey, summarizing the classification of the VRP with synchronized visits. Quttineh et al. (2013) considered a model with the application to military aircraft mission planning, which is a further extension of the VRP with synchronized visits.

Haddadene et al. (2016) developed a A GRASP×ILS (iterated local search) algorithm to solve the benchmark instances given by Bredström and Rönqvist (2008). Inspired from a practical application, En-nahli et al. (2016) studied the home health care problem by considering the synchronized visits. Decerle et al. (2018) designed a memetic algorithm to deal with the home health care problem considering synchronized visits. Hojabri et al. (2018) designed a large neighborhood search to solve the VRP with synchronized visits. Xu et al. (2018) applied the VRP with synchronized visits into the application of city logistics. Hu and Wei (2018) extended the VRP with synchronized visits by considering multi-vehicle and one-cargo instead of only vehicles.

Decerle et al. (2019) extended the study of Decerle et al. (2018) and optimized three different objective functions simultaneously. Haddadene et al. (2019) proposed a bi-objective mathematical model to minimize the workers’ travel costs and maximize the customers’ preferences for home health care considering the synchronized visits. Liu et al. (2019) investigated a vehicle routing problem with time windows and synchronized visits and proposed an adaptive large neighborhood search, which can obtain efficient solutions. Shao et al. (2019) investigated the logistics planning problem in e-commercial, considering synchronization and sliding time-window. Chu et al. (2019) considered the logistics synchronization in a regional scale. Anderluh et al. (2019a) addressed a new variant named two-echelon VRP with considering the impact of uncertainties and synchronization. Furthermore, Anderluh et al. (2019b) studied the multi-objective optimization of two-echelon VRP, considering synchronization.

On the basis of VRP with synchronization constraints, Li et al. (2020b) proposed a model with taking account of the split demand, multiple time window, as well as proportional service time. As an important contribution, a three-index based vehicle flow model and a set-covering model are formulated. Li et al. (2020a) considered a two-echelon VRP with synchronized visits, and CPLEX solver and an adaptive large neighborhood search algorithm were proposed to solve the model. Li et al. (2020c) investigated the VRP with synchronized visits in the applications of the prefabricated system, and an improved artificial bee colony is designed to solve the studied issue. The intensive comparison performed among the different meta-heuristic algorithms highlight the high effectiveness and efficiency of the proposed IABC. As an extension of the basic VRP with synchronization constraints, Frifita and Masmoudi (2020) studied a new model, abbreviated as VRPTW-TD-2MS, with taking into account temporal dependencies, multi-specialties, as well as multi-structures. The model was formulated as the mixed-integer programming, and three variable neighborhood search algorithms with different strategies are designed to solve the model.

2.3. VRP with uncertainty

In traditional logistics planning, decision-makers in the majority studies assume that the data is deterministic, but in real life, logistics practitioners always face a variety of uncertain data. Therefore, in order to obtain a more realistic model, more and more researchers have begun to consider the uncertain data in the model. RO is a powerful tool that deals with optimization problems with uncertainty factors. Agra et al. (2013) studied the VRP with time windows, which was the earliest work from the viewpoint of RO. Hu et al. (2018) studied the uncertainty of demand and travel times of VRP. Rodriguez et al. (2015) investigated the staff dimensioning in home health care with uncertain demands. Shi et al. (2017) studied the home health care routing problem in which they considered the time window and fuzzy demand. Naji et al. (2017) proposed a synchronized multiple traveling salesmen problem with time windows, then applied it to the home health care domain with considering the uncertain processing of caregivers and setup times. However, in their work, they dealt with the
uncertainty by proposing a MILP model. Although this article also claims that its model produces a robust solution, this article does not establish a model that strictly uses robust uncertain optimization. Shi et al. (2018b) modeled and solved simultaneous delivery and pick-up problem with stochastic travel and service times in home health care. Shi et al. (2019) proposed a robust model for a home health care routing and scheduling problem considering the uncertain travel and service times simultaneously. It is worth mentioning that, the study of Shi et al. (2019) has adopted two modeling approaches: RO and stochastic programming with recourse (SPR), and the comparison of their solutions empirically show that the solutions obtained by RO have stronger robustness than the solutions obtained by SPR. Recently, Hossein et al. (2019) investigated an operating room scheduling problem (ORSP) by taking into account stochastic duration, which can be viewed as a novel application of VRPS. Giallanza and Puma (2020) investigated a fuzzy green VRP in the domain of the agriculture food supply chain. In their model, the demand of the customers is assumed to be a fuzzy variable. Then the theory of fuzzy credibility is employed to build the formulations. Additionally, Ganji et al. (2020) addressed the heterogeneous fleet GVRP with the integration of the supply chain scheduling problem. A multi-objective optimization model is built, and three different types of heuristic: NSGA II, particle swarm optimization abbreviated as PSO, and artificial ant colony optimization are proposed to solve the model. Poonthalir et al. (2020) studied the mobile advertisement vehicle problem with considering the greenhouse emission, and a hierarchical optimization approach formulates the model. Finally, the optimal solution is obtained by a hybrid PSO with different stages. Fathollahi-Fard et al. (2020) investigated a bi-objective optimization framework for the variant of the home health care routing problem with considering the fuzzy environment. Finally, the proposed model is solved by a novel heuristic named social engineering optimizer.

The recent research involved in our research is summarized in Table 3.

After analyzing the aforementioned abundant literature, to the best of our knowledge, the main findings and literature gaps can be summarized as follows.

- Despite the great significance, the mathematical model for considering green VRP with uncertainties has not attracted enough attention. Furthermore, the green VRP with synchronized visits and uncertainties is rarely discussed and studied.
- Even though several heuristics have been designed to solve the VRP with synchronized visits, hybrid SA and TS algorithm has not been tried to solve the benchmark instances of Bredström and Rönqvist (2008) and its variant model.
- The RO framework, which can enhance the robustness of the solutions, has not been employed as a modeling tool for developing a green VRP with synchronized visits.

To fill the aforementioned gaps and make this problem more practical, a robust optimization model for the green VRP with time window and synchronized visits considering GHG emission is proposed. Due to the feature of the model, different scenarios of robust optimization models are developed. Since the proposed model is NP-hard, a hybrid SA and TS algorithm is designed. Several series of experiments are conducted to analyze the efficiency of the proposed hybrid algorithm and the performance of the models.

### 3. Problem description and deterministic model

In this section, the assumptions of the RO-GVRPTWSyn are briefly introduced in subsection 3.1. Next, the basic notations used throughout this study are given in subsection 3.2. Then subsection 3.3 presents the fuel consumption model. Finally, a deterministic mathematical programming model is given in subsection 3.4.

---

**Table 3**

Previous studies of VRPs related to uncertain, greenhouse gas emissions and robust optimization.

<table>
<thead>
<tr>
<th>Papers</th>
<th>Constraints</th>
<th>Modeling approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>uncertain demand</td>
<td>stochastic programming</td>
</tr>
<tr>
<td></td>
<td>uncertain service time</td>
<td></td>
</tr>
<tr>
<td></td>
<td>uncertain travel time</td>
<td></td>
</tr>
<tr>
<td></td>
<td>synchronized visits</td>
<td></td>
</tr>
<tr>
<td></td>
<td>fuel consumption</td>
<td></td>
</tr>
<tr>
<td>Trautsamwieser et al. (2011)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Rodriguez et al. (2015)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>En-nahli et al. (2016)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Shi et al. (2017)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Naiji et al. (2017)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Shi et al. (2018b)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Decker et al. (2018)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Fatollahi-Fard et al. (2018)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Lin et al. (2018)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Cappanera et al. (2018)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Shi et al. (2019)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Peker et al. (2019)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Liu et al. (2019)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Haddadene et al. (2019)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Decerle et al. (2019)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Fatollahi-Fard et al. (2019)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Grenouilleau et al. (2019)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Bahadori-Chinibelagh et al. (2019)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>This study</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

✓ denotes the context is covered.
3.1. Assumptions

In this study, it is assumed that there is a logistics company that has a depot. Each worker starts from the depot and returns to the depot after the journey. For the robust optimization model, it is assumed that the travel time between every two customers is uncertain, and the service time for each customer provided by the workers is also uncertain. Additionally, it is assumed that a certain number of customers require a service that needs two workers and qualifications to cooperate together simultaneously to finish the service. Each customer has a given time window.

3.2. Basic notations

The basic notations including input parameters and decision variables used through this study are listed as follows.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>Set of all vehicles.</td>
</tr>
<tr>
<td>K</td>
<td>the number of available vehicles in set V.</td>
</tr>
<tr>
<td>C</td>
<td>Set of all customers.</td>
</tr>
<tr>
<td>Cj</td>
<td>the cardinality of set C.</td>
</tr>
<tr>
<td>N</td>
<td>Set of all customers with two dummy customers (depots), namely N = Cu(0)u(1).</td>
</tr>
<tr>
<td>i, j</td>
<td>the index of the set N.</td>
</tr>
<tr>
<td>k</td>
<td>the index of the set K.</td>
</tr>
<tr>
<td>a0, bj</td>
<td>vehicle type.</td>
</tr>
<tr>
<td>Fa, Fb</td>
<td>the time window for customer i. a0 is the opening time of the depot.</td>
</tr>
<tr>
<td>FCk</td>
<td>the fixed cost for kth worker.</td>
</tr>
<tr>
<td>G</td>
<td>the maximum number of customers could be visited by each worker.</td>
</tr>
<tr>
<td>dij</td>
<td>the distance between customer i and customer j.</td>
</tr>
<tr>
<td>cij</td>
<td>the transportation cost between customer i and customer j.</td>
</tr>
<tr>
<td>tij</td>
<td>the traveling time between customers i and j for a single trip.</td>
</tr>
<tr>
<td>si</td>
<td>the service time for customer i.</td>
</tr>
<tr>
<td>Psync</td>
<td>the pairwise synchronized visits, where Psync = C x C.</td>
</tr>
<tr>
<td>λ</td>
<td>denotes the factor converting the fuel rate (grams per second to liters per second).</td>
</tr>
<tr>
<td>f_x</td>
<td>the fuel and CO₂ emissions cost per liter ($).</td>
</tr>
<tr>
<td>E</td>
<td>heating value of typical bio-diesel fuel (kilo-joules per gram).</td>
</tr>
<tr>
<td>ε</td>
<td>drive train efficiency.</td>
</tr>
<tr>
<td>a</td>
<td>acceleration (m/second²).</td>
</tr>
<tr>
<td>μ</td>
<td>Air density (kilogram/meter 3).</td>
</tr>
<tr>
<td>δ</td>
<td>efficiency parameter for bio-diesel engines.</td>
</tr>
<tr>
<td>θij</td>
<td>road angle between i and j.</td>
</tr>
<tr>
<td>θij</td>
<td>coefficient of rolling resistance.</td>
</tr>
<tr>
<td>θij</td>
<td>coefficient of rolling drag.</td>
</tr>
<tr>
<td>Rf</td>
<td>frontal surface area of the vehicle (meter²).</td>
</tr>
<tr>
<td>Mv</td>
<td>vehicle mass (kilogram).</td>
</tr>
<tr>
<td>HF</td>
<td>engine friction factor (kilo-joules per revolution per liter).</td>
</tr>
<tr>
<td>Ps</td>
<td>engine speed (revolution per second).</td>
</tr>
<tr>
<td>D</td>
<td>engine displacement (liters).</td>
</tr>
<tr>
<td>B</td>
<td>a large number, which is used to construct the objective function.</td>
</tr>
<tr>
<td>A</td>
<td>speed of vehicle k.</td>
</tr>
</tbody>
</table>

3.3. Computation of fuel consumption

Fuel consumption of vehicles is affected by various factors (Bektas and Laporte, 2011), including travel distances, the weight of the vehicle, speed of the vehicle, engine type, road grade, inertia gravity, etc. Elhemdhi and Merrick (2012) pointed out three main factors, which are travel distances, the weight of the vehicle, and the speed of the vehicle. For a specific vehicle, its parameters,

\[ x_{ij} = \begin{cases} 1, & \text{if vehicle } k \text{ travels from node } i \text{ to node } j, \text{ in which } i \neq j, x_{jk} = 1. \\ 0, & \text{Otherwise, } x_{ik} = 0. \end{cases} \]

\[ u_k = \begin{cases} \text{the beginning service time of customer } i \text{ for vehicle } k. \end{cases} \]
including frontal surface area, vehicle mass, engine friction factor, engine speed, engine displacement, etc. are constant values. Table 4 shows the specific parameters of three different types of vehicles (Masmoudi et al., 2018).

Inspired from the idea proposed by Bektas and Laporte (2011), the fuel consumption is computed by equation (1), which shows as follows:

\[
\text{FuelCost}_{ijk} = \frac{\nu_k \xi \bar{H}^m \bar{F}^o \bar{D}^o d_jy}{e_\lambda} + \frac{\xi f_d d_j y^2 (0.5 \mu R^e C_d^u)}{1000 g_0 \omega_\lambda} + \frac{\xi f_o M^e (r \sin(\theta)_j) g_C \cos(\theta)_j) g d_j x_{ijk}}{1000 g_0 \omega_\lambda}
\]  

(1)

in which, \(g\) is the gravitational constant (9.81 m/s\(^2\)).

The fuel consumption equation (1) is a nonlinear function, which has been widely used in pollution-routing problem (Bektas and Laporte, 2011). In this study, the parameter setting of \(\theta_j\) is from the article of Masmoudi et al. (2018), who assumed that the \(\theta_j\) equals to zero. The petrol price \((f_c = 1.616)\) is according to the data provided by https://www.globalpetrolprices.com/United-Kingdom/gasoline_prices/.

### 3.4. Deterministic model

Motivated by Bredström and Rönqvist (2008), a simple idea of building the VRP with synchronization visit constraints model is to treat the customer who needs synchronization services as two customers with the same geographic and time windows, and one of these two customers is a dummy customer. Although the idea is simple, the complexity of the problem has greatly increased. Regarded as a further extension of Bredstrom and Rönqvist (2008), the deterministic mathematical programming with constraints can be formulated as follows.

\[
\begin{align*}
\min h & = \sum_{k \in V, j \in C} x_{ijk} F_C + \sum_{k \in V, i \in N} \sum_{j \in N} \text{FuelCost}_{ijk} \\
& + \sum_{k \in V, i \in N} \sum_{j \in N} c_{ij} x_{ijk} \\
\end{align*}
\]

(4)

The objective function (4) aims at minimizing total travel cost, fuel consumption cost, and the fixed cost of workers.

In this study, it is assumed that each customer requires service in a certain period. The constraint (5) ensures that each customer is visited only once by a worker.

\[
\sum_{k \in V, j \in N} x_{ijk} = 1, \ \forall i \in C.
\]

(5)

After visiting a customer, the worker will visit the next customer or return to the depot. Hence, there is a flow conversion constraint that shows in constraint (6) to guarantee that a worker leaves the customer after visiting customer \(i\).

\[
\sum_{j \in N} x_{ijk} - \sum_{j \in N} x_{ijk} = 0, \ \forall i \in C; k \in V.
\]

(6)

After replacing the input constant parameters, then the above equation can be derived as follow:

\[
\text{FuelCost}_{ijk} = 0.000005283549 \Lambda_2 \bar{H}^m \bar{F}^o \bar{D}^o d_jy + \frac{0.9729128 d_jy \Lambda^2 (R^e C_d^u)}{12387127.5} + \frac{15.85296 M^e d_jy x_{ijk}}{12387127.5}
\]

(3)
\[\sum_{j \in C} x_{ijk} \leq 1, \forall k \in V,\]  
\[\sum_{j \in C} x_{j(n+1)k} \leq 1, \forall k \in V,\]

Constraint (9) ensures that synchronized visits start simultaneously.

\[\sum_{k \in K} u_{ik} = \sum_{k \in K} u_{jk}, \forall (i,j) \in \mathcal{P}^{\text{sync}}\]

Constraints (10)–(11) ensure that the service is done in the time windows \([a_i, b_j]\), which is available for customer \(i\). The explanation of constraints (10)–(11) can be referred to Kolen et al. (1987).

\[u_{ik} + s_i + d_j / \Lambda_k - B(1 - x_{ijk}) \leq u_{jk}, i, j \in N; k \in V,\]  
\[a_i \leq u_{ik} \leq b_i, i \in N; k \in V.\]  

Finally, the constraints (12) represent that these decision variables are continuous real numbers and binary.

\[x_{ijk} \in \{0, 1\}, u_{ik} \geq 0, i, j \in N; k \in V,\]  

4. Robust optimization model

4.1. The sets of uncertainties

Before presenting the RO-GVRPTWsyn model, the uncertainty sets of travel and service times are introduced. The detailed definition of the uncertainty set is introduced by Ben-Tal and Nemirovski (1999). For a given worker \(k\), two uncertainties sets are defined. The first one is the uncertain service time (UST) \(U_{uk}\), and another one is the uncertain travel time (UTT) set \(U_{uk}\) (Hu et al., 2018; Wu et al., 2017). In our study, \(\tilde{t}_q\) illustrates that the travel time between each paired nodes \((i,j)\), with respect to UTT set \(U_{uk}\). Additionally, \(\tilde{t}_q\) are defined that the service time for customer \(i\) is an element of UST set \(U_{uk}\). The detailed UST and UTT sets are presented in formulation (13) and (15).

\[U^k_t = \left\{ \tilde{t}_q \in \mathbb{R} | |\tilde{t}_q - \tilde{t}_q|, \sum_{i \in M^k} a_i \leq 1, \Gamma^k_q = [\theta_i | N^k] \right\},\]  
\[\cup \mathcal{S} = \bigcup_{k \in K} U^k_t\]

As shown in formulation in (14), \(\cup \mathcal{S}\) is a set for describing all the USTs of customers. In the formulation in (13), \(N^k\) represents a set that is composed of whole the customers serviced by worker \(k\). The UST for customer \(i\) is represented by \(\tilde{t}_q\), while its average value equals to \(\tilde{t}_q\). \(a_i\) is regarded as an auxiliary variable for help describing the set. \(\Gamma^k_q\) is a variable for controlling the level of the UST, and it is defined on the basis of the budget uncertainty (Hu et al., 2018). \(\theta_i \in [0, 1]\) is a coefficient in the UST budget. \(|\theta_i | N^k|\) is the Gauss function of \(\theta_i \in [0, 1]\).

\[U^k_t = \left\{ \tilde{t}_q \in \mathbb{R} | \tilde{t}_q \leq \tilde{t}_q + \beta_q \tilde{t}_q, \sum_{i \in M^k} \beta_q \leq \Gamma^k_q, \beta_q \leq 1, \Gamma^k_q = [\theta_i | N^k] \right\} \times \mathcal{V} (i,j) \in A^k\]

\[\cup \mathcal{S} = \bigcup_{k \in K} U^k_t\]

Similar to equation (14), in formulation (16), \(\cup \mathcal{S}\) is a set for describing all the UTTs on the road. In the formulation in (15), \(A^k\) represents a set which is composed by whole the arcs/roads serviced by worker \(k\). The UTT between a paired customers \(i\) and \(j\) is represented by \(\tilde{t}_q\), while its average value equals to \(\tilde{t}_q\). \(\theta_i \in [0, 1]\) is a coefficient in the UTT budget. \(|\theta_i | A^k|\) is the Gauss function of \(\theta_i \in [0, 1]\).

4.2. RO-GVRPTWsyn model

In the deterministic VRP models, the constraints of time-windows greatly impact the feasibility of the solutions (Solomon, 1987). While, in the RO-GVRPTWsyn model, the constraints of UST and UTT make this issue more complicated, since that our RO-GVRPTWsyn attempts to find the optimal (or near-optimal) solutions which are feasible for any scenarios. However, it should also be noticed that if all the cases of possible uncertainties are considered, there will be a big expense in computing and exploring space. According to the latest research (Hu et al., 2018), a trade-off between the exploring uncertainties and computation performance is considered. In section 4.1, the sets of UST and UTT, which are independent with routes, are defined. In the RO-GVRPTWsyn model, UST and UTT constraints will replace the corresponding constraints in the deterministic model. The RO-GVRPTWsyn is defined in the formulations (17)–(19).

\[\min \sup_{s \in \mathcal{S}, \mathcal{T} \in \mathcal{T}} \sum_{k \in V \in C} x_{ijk} \cdot FC_{k}(s,t) + \sum_{k \in V \in N} \sum_{i \in N} \sum_{j \in N} \text{FuelCost}_{ijk}(s,t) + \sum_{k \in V \in N} \sum_{i \in N} \text{travelcostofvehicle}_{ijk}(s,t) + \sum_{k \in V \in N} \text{fuelconsumptioncost}_{ijk}(s,t)\]

subject to:

Constraints (5)–(9),

\[s_{ik}(s,t) + t_i + t_j - M(1 - x_{ijk}) \leq s_{jk}(s,t), \forall k \in V; i, j \in N, s \in \mathcal{S}, t \in \mathcal{T}\]
\[ a_i \leq \tilde{s}_k(s, t) \leq b_i, \forall k \in V, i \in N; s \in \text{ext}(\cup_k), t \in \text{ext}(\cup_l). \] (19)

In the objective function (17), \text{ext}(\cup_k) and \text{ext}(\cup_l) include all the extreme points of UST and UTT sets \( \cup_k \) and \( \cup_l \), respectively. Formulation (17) minimizes the total cost, including the travel cost and fuel cost, among the worst cases. Constraints (18)–(19) are the time-window constraints that involved UST and UTT. The rest constraints are from the deterministic model.

In the proposed heuristic algorithm, infeasible solutions for time windows are allowed, since it is helpful to overcome the shortcomings of local optimum. In the traditional deterministic VRPTW model Solomon (1987), one can directly utilize the delay time as a penalty value to add to the objective function as the revised objective function. But in robust models, this problem becomes more complicated, since minimizing the objective function in the worst cases should be considered. Here a concept of the Largest Possible Arrival Time (LPAT), which has also been adopted by Hu et al. (2018); Shi et al. (2019), is introduced to get the penalty value. In case that the LPAT is higher than the due time for a specific customer, then a penalty will be added to the objective function; otherwise, there is no penalty generated.

Let \( r_k \) be the set of all the vertices (including customers and the depot) in route \( k \), and \( n_k = |r_k| \) represent the cardinality of \( r_k \). Additionally, the route could be described as \( r_k = \{v_0 = \text{depot}, v_1, \ldots, v_j, \ldots v_{n_k}, v_{n_k+1} = \text{lab}\} \), and \( v_j \) is the \( j \)-th vertex in \( r_k \). In case that the solutions must follow constraints (18), which can be written detailed as equation (20).

\[ \hat{s}_{0,i} = \max (\bar{s}_{0} + \bar{t}_{0,0} + \bar{t}_{0,0}, a_{0,i}). \] (20)

Let \( \mathcal{F}^k(v_i, \Gamma^k_s, \Gamma^k_t) \) be the LPAT for \( v_i \) with the parameters \( \Gamma^k_s \) and \( \Gamma^k_t \). Now, the LPAT can be written as a recursive function (23). Three robust optimization scenarios are taking into account. In the first one, \( \Gamma^k_t = 0 \), which means that LPAT is only for UST (LPAT-OUTT), without considering UTT. This can be expressed as formulation (21). Additionally, the LPAT for considering both UTT and UST (LPAT-UTTAST) is derived as formulation (23).

Let \( R \) represent the schedule of routes, which can be viewed as a solution of the problem. \( \text{obj}(R) \) in (24) is a objective function for evaluating the schedule \( R \). In the objective function (24), \( h(R) \) is obtained by the formulation (4), and \( \gamma_i \) is a coefficient for the penalty where the constraints of time window is violated.

\[ \text{obj}(R) = h(R) + \gamma_i \sum_{k=1}^{\gamma_i} \sum_{l=1}^{\gamma_i} \max(0, R^k(v_i, \Gamma^k_s, \Gamma^k_t) - b_i) \] (24)
A graphical interpretation of perturb operation and candidate acceptance.

Fig. 2. A graphical interpretation of perturb operation and candidate acceptance.

Fig. 3. The structure of TI(Shi et al., 2020).

5. Proposed approaches

The RO-GVRPTWSyn model itself is an NP-hard problem, which is a challenge for obtaining optimal solutions. Considering the synchronized visits of workers in this study will lead the problem more intractable. Therefore, a heuristic algorithm is considered in our research for solving the proposed models. Simulated annealing (SA) is an efficient approach for dealing with combinatorial optimization problems (Kirkpatrick et al., 1983). One of the critical features of the SA algorithm is that it can guide the exploring process to get rid of local optimum by utilizing the strategy of allowing in accepting bad solutions in the traditional hill-climbing moves. Tabu search, initially proposed by Glover (1989, 1990), is also a widely used meta-heuristic algorithm with taking into account the taboo rules into local search.

According to our trials, SA usually has strong global search ability while shows less local search ability. Meanwhile, TS has an excellent performance in local search ability. Therefore, the hybrid SA and TS can boost the performance of searching ability both globally and locally. This study makes the first attempt to design a hybrid SA and TS for solving VRP with synchronization. Fig. 2 shows a graphical interpretation of the process of the hybrid SA with tabu search. Our heuristic starts from an initial solution $s_0$, then hybrid SA and TS are adopted to improve the solution. The algorithm stops until the terminal conditions are reached. This section mainly presents the detailed procedures of the proposed algorithm.

5.1. Greedy algorithm for generating an initial solution

The initial solution is critical to the convergence time of the meta-heuristics. A better initial solution can significantly speed up the convergence of the meta-heuristics. A completely randomly generated initial solution often has the characteristics that the objective function is large and not feasible. A simple and effective greedy algorithm for generating the initial solution is newly designed in this section. The proposed greedy algorithm can be decomposed into two phases.

The first phase is described in Algorithm 1. In this step, the synchronization constraint is ignored, and the routes $s_0$ are generated according to the classical Push Forward Insertion Heuristic (PFH) method, which is initially proposed by Solomon (1987) for solving the classical VRPTW. After that, in the second step, as shown in Algorithm 2, the $s_0$ is repaired by taking full consideration of the synchronization constraints.
Algorithm 1. First phase: generate a basic solution.

```plaintext
1 Input: V;
2 pool ← V ;
3 tour ← null ;
4 routes ← null ;
5 S ← Initialization();
6 S* ← S ;
7 k = 0;
8 while \(|pool| > 0\) do
9    A node v of customer is selected according to Solomon’s criteria.
10   if pair(v) is not in the current tour then
11      if v can be inserted to the current tour then
12         Insert v to the tour to the right position i according to Solomon’s criteria.
13         update the time window tour(j), where j > i;
14         update tour; update the pool ← pool \ v.
15   end
16   else
17      routes(k) ← tour
18      tour ← null
19      k ← k + 1
20   end
21 end
22 if |tour| > 0 then
23    routes(k) ← tour
24 end
26 Return routes;
```

Algorithm 2. Second phase: repair the time window.

```plaintext
1 input: routes, pairs.
2 pairs_pool ← pairs
3 while |pairs_pool| > 0 do
4    v1 ← pairs(1); // pairs is a set for storing the information of the customers who demand
5    v2 ← pair(v1); // pairs is a function for finding the corresponding synchronized services
6    (k1, i) ← finding the index of the tour where v1 located in.
7    (k2, j) ← finding the index of the tour where v2 located in.
8    t_{k1,i} ← max(t_{k1,i}, t_{k2,j})
9    t_{k2,j} ← max(t_{k1,i}, t_{k2,j})
10   update t_{k1,h}, where h > i;
11   update t_{k2,l}, where l > j;
12   remove v1 and v2 from pairs_pool;
13   update pairs_pool.
14 end
15 \ s_0 ← \ routes \; 
16 Return \ s_0 ;
```

5.2. Hybrid simulated annealing and tabu search

5.2.1. Neighborhood search operators

Neighborhood structure plays an essential role in meta-heuristics, especially for complex combinatorial optimization problems. In this study, different types of neighborhood search operators, including the relocate, insert, swap, 2-opt operators, and \(\lambda\)-interchange \((\lambda = 2)\) are adopted.
5.2.2. Tabu list

Tabu list, abbreviated as TL, records the moves of customers in the neighborhood search process. A good tabu list and tabu rule can avoid appearing cycled solutions in a short memory of the searching process. In this study, the move operations are summarized as two different categories: the moved customers are located in different routes; the moved customers are located in the same route.

Let us assume that an instance with the number of clients is $n$, and the number of vehicles (or workers) is $k$. Then the TL is represented by a $n/C_2^k$ matrix. The value showed in the element $TL(i, j)$ denotes the forbidden times of movement for inserting customer $i$ to vehicle $j$. Fig. 3 gives an example of the structure of TL.

5.2.3. Diversification

Diversification is another essential operator for guiding the searching process to a new exploring region, and this benefit the TS get rid of the local optimum. The strategy of diversification is also successfully applied in the literature (Shi et al., 2019).

In this study, the diversification operator is implemented by giving a penalty to the moves which are frequently adopted. The frequency list (FL) is a table for storing the information involved the frequency of any moves, and FL is updated in each iteration. $s$ represents a solution which is located in the neighborhood of $s_{current}$, and $P$ is a set including all the possible moves that can be taken by $s_{current}$. $M$ means the move from $s_{current}$ to $s$. $G(s_{current}, M)$ presents how many times the move have been executed previously. $\lambda$ is a number of the current iterations. $\eta \in [0, 1]$ is a real number that randomly generated. The current objective function $obj(s)$ is rewritten as $obj'(s)$ which is expressed in equation (25).

\[
obj'(s) = obj(s) + \eta \sum_{M \in P} G(s_{current}, M) / \lambda.
\]

5.2.4. Route refinement

Route refinement operation is a widespread technique to improve the solutions VRP. In this study, the 2-opt, 3-opt, inverse operators are adopted as route refinement mechanism, that is implemented to each route every $n_r$ iterations.

5.2.5. The main procedures of the hybrid SA and TS

After presenting the detailed operators in the aforementioned

<table>
<thead>
<tr>
<th>Table 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of TW</td>
</tr>
<tr>
<td>F</td>
</tr>
<tr>
<td>S</td>
</tr>
<tr>
<td>M</td>
</tr>
<tr>
<td>L</td>
</tr>
<tr>
<td>A</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main parameters utilized in our study.</td>
</tr>
<tr>
<td>Items</td>
</tr>
<tr>
<td>Equation (24)</td>
</tr>
<tr>
<td>SA</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>TS</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

**Fig. 4.** The main procedures of the Monte Carlo Simulation for evaluating the solutions.

$V_i(i = 0, 1, 2, 3)$: The percentage of at most $i$ customers receive delayed service. Especially, $V_0$ indicates the scenario that non customer receives delayed service.

PDS: The percentage of delayed services for customers.

MDT: The mean delayed time for those clients who have received delayed services.

MET: The mean extra working time for the delivery man.
sections, this section shows the pseudo of the hybrid SA and TS. $T_0$ represents the initial temperature. At the beginning of the algorithm, $S$, a feasible solution, is produced by adopting the procedures of 5.1. For each loop, a newly solution $S'$ is generated from $S$ by applying several neighborhood operators. This move from $S$ to $S'$ should follow the rules of TS. Let $\text{obj}(s_1)$ represent the function for evaluating $s_1$, $\Delta$ represents the gap value between $\text{obj}(s_1)$ and $\text{obj}(s_2)$.

**Algorithm 3.** Framework of the proposed Hybrid SA with tabu

Fig. 5. The bar-plots for the average values of $v_0$, $v_1$, MDT, and the amount of fuel consumption cost.

Fig. 6. The simulated $v_i$ indicators for the solutions obtained by DO-GVRPTWSyn and RO-GVRPTWSyn-UTT.
6. Experiments

This section mainly presents comprehensive experiments performed to evaluate the models and solving approach proposed in this study. (1) The validity of the designed approach in Algorithm 3 is verified by solving the deterministic model with the broadly used benchmark instances of Bredström and Rönnqvist (2008). (2) The method is employed to obtain the robustness indicators. How the length of time windows affect the performance of robustness and greenhouse gas emissions are also discussed. (3) Intensively comparisons among the different solutions produced from the deterministic model and the different robust models are performed. (4) A sensitivity analysis with the different types of vehicles is carried out. (5) Statistical analysis is performed to validate the differences
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**Fig. 7.** MET, PDS, MDT for the solutions obtained by DO-GVPTWSyn and RO-GVPTWSyn-UTT.
Fig. 8. The simulated $v_i$ indicators for the solutions obtained by DO-GVRPTWSyn and RO-GVRPTWSyn-UST.

Fig. 9. MET, PDS, MDT for the solutions obtained by DO-GVRPTWSyn and RO-GVRPTWSyn-UST.

Fig. 10. The simulated $v_i$ indicators for the solutions obtained by DO-GVRPTWSyn and RO-GVRPTWSyn-USUT.
among the models. (6) The trade-off between the GHG emissions and robustness indicators is discussed via the Pareto-based bi-objective optimization models.

The algorithm used in this study is coded with JAVA programming language and executed on the Ubuntu 18.04 system.
6.1. Introduction to the benchmark instances

As the proposed model in this article is quite novel, there are no existing instances that are entirely consistent with this article. The instances are generated by modifying the widely used benchmark instances, which are initially proposed by Bredström and Rönqvist (2008).

For each instance, the customers are located in a squared area, while the unique depot is at the center of the current region. There are about 10% of the customers demand simultaneous service from two different workers. Bredström and Rönqvist (2008) make the first trial to solve these instances by using CPLEX solver and a heuristic algorithm. They found that CPLEX solver cannot obtain the optimal solution for most of these instances in a reasonable time (120 min), and also some near-optimal results were reported in this paper.

Given the feature of different kinds of time windows, the instances of Bredström and Rönqvist (2008) are classified into five groups, which are displayed in Table 5. As an example, in the last column, E represents the earliest service time, while L indicates the latest service time.

Table 6 presents the critical parameters, which are empirically chosen in the algorithms and models according to the combination of Design of Experiments (DOE) (Fisher, 1936).

6.2. Experimental results on the deterministic model

Because previous studies did not have exactly the same model as this study, therefore, the optimal solutions obtained by this model cannot be directly compared with the previously published research. However, as an essential principle, all heuristic algorithms need to verify the validity before they are approved. This section aims to test the performance of the hybrid SA and TS. First, the model is degenerated into a VRPTWsyn (Bredström and Rönqvist, 2008; Afifi et al., 2016) and transform the objective function to minimize travel time (converted to hours). Then the designed SA-TS algorithm is implemented to solve the degraded problem directly.

Table 7 reports optimal objective values obtained by the proposed approach, as well as the comparison conducted with the published results.

First of all, it is noticed that all the numbers of used vehicles are exactly the same as the solutions in Bredström and Rönqvist (2008) and Afifi et al. (2016). When compared with the results reported by Bredström and Rönqvist (2008), it is found that 11 (44.00%) solutions are tied, and 12 (48.00%) solutions are improved. Therefore, the solutions obtained by the proposed approach show better performance than the heuristic designed by Bredström and Rönqvist (2008). When compared with one of the fresh publication (Afifi et al., 2016), our results still have ten solutions (66.7%) are equal to the best-known results. There are two improved solutions,
while only three solutions are worse than the given best known solutions.

It should be emphasized that the main purpose of our research is not to propose a novel algorithm for obtaining the better solutions than the published results, but here is for validating the efficiency and effectiveness of the proposed heuristic algorithm.

According to the aforementioned analysis, our experimental results demonstrate that the proposed hybrid SA-TS can effectively solve the benchmark instances of Bredstrøm and Rønnqvist (2008). Additionally, considering that the computing time is short (around 2 s), it is found that the proposed hybrid SA-TS is efficiency. The next sections will show the experimental results on the robust optimization models.

### 6.3. Experimental results on the robust optimization models

After validating the proposed heuristic, SA-TS is applied to solve the RO model. As pointed out, our work involves four kinds of scenarios/models. The scenarios can be listed as follows.

1. **DO-GVRPTWSyn**: The deterministic optimization model without considering any uncertainties.
2. **RO-GVRPTWSyn-UST**: The robust optimization model with considering only the uncertain service time of customers.
3. **RO-GVRPTWSyn-UTT**: The robust optimization model with considering only travel time on the driving duration.
4. **RO-GVRPTWSyn-USUTT**: The robust optimization model with taking into account both client’s service time and worker’s travel time simultaneously.

Now it is time to consider the two core issues of this article. The first question is: how to measure the robustness performance of the solutions obtained by the four models? The second question is: what are the differences among the greenhouse gas emissions obtained in these four scenarios?

To answer these two questions, first of all, some observing indicators are defined to describe the robustness performance, then the Monte Carlo simulation (see Fig. 4) is employed to simulate each indicator.

The indicators can be viewed as a mapping from a feasible solution to real numbers, which can be expressed as follows.

- The basic mathematical principles of Monte Carlo simulation are derived from the Law of Large Numbers in probability theory & mathematical statistics. For a given instance, four optimal solutions could be obtained from the four models. For these four solutions, it is assumed that they are in an uncertain environment, which simulates uncertain practical scenarios. Finally, the indicators of robustness and greenhouse gas emissions are obtained through the Monte Carlo simulation (see Fig. 4) is employed to simulate each indicator.

### Table 7

The experimental results for the deterministic model.

<table>
<thead>
<tr>
<th>ID of instance</th>
<th>BKS in Affi et al. (2016)</th>
<th>Bredstrøm and Rønnqvist (2008)</th>
<th>our proposed approach (SA-TS)</th>
<th>gap1</th>
<th>gap2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TT (h) NV</td>
<td>TT (h) NV</td>
<td>TT (h) NV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1F</td>
<td>-</td>
<td>5.13</td>
<td>5.13</td>
<td>2.22</td>
<td>0.00%</td>
</tr>
<tr>
<td>1S</td>
<td>3.55</td>
<td>3.55</td>
<td>3.55</td>
<td>1.93</td>
<td>0.00%</td>
</tr>
<tr>
<td>1M</td>
<td>3.55</td>
<td>3.55</td>
<td>3.55</td>
<td>1.94</td>
<td>0.00%</td>
</tr>
<tr>
<td>1L</td>
<td>3.39</td>
<td>3.44</td>
<td>3.39</td>
<td>1.94</td>
<td>1.45%</td>
</tr>
<tr>
<td>1A</td>
<td>-</td>
<td>3.16</td>
<td>3.13</td>
<td>3.38</td>
<td>-0.95%</td>
</tr>
<tr>
<td>2F</td>
<td>-</td>
<td>4.98</td>
<td>4.98</td>
<td>1.99</td>
<td>0.00%</td>
</tr>
<tr>
<td>2S</td>
<td>4.27</td>
<td>4.27</td>
<td>4.27</td>
<td>1.95</td>
<td>0.00%</td>
</tr>
<tr>
<td>2M</td>
<td>3.58</td>
<td>3.58</td>
<td>3.58</td>
<td>2.28</td>
<td>0.00%</td>
</tr>
<tr>
<td>2L</td>
<td>3.42</td>
<td>3.58</td>
<td>3.42</td>
<td>2.49</td>
<td>0.00%</td>
</tr>
<tr>
<td>2A</td>
<td>-</td>
<td>3.58</td>
<td>2.97</td>
<td>3.72</td>
<td>-17.04%</td>
</tr>
<tr>
<td>3F</td>
<td>-</td>
<td>5.19</td>
<td>5.19</td>
<td>2.01</td>
<td>0.00%</td>
</tr>
<tr>
<td>3S</td>
<td>3.63</td>
<td>3.63</td>
<td>3.53</td>
<td>1.88</td>
<td>-2.75%</td>
</tr>
<tr>
<td>3M</td>
<td>3.33</td>
<td>3.41</td>
<td>3.44</td>
<td>1.89</td>
<td>0.88%</td>
</tr>
<tr>
<td>3L</td>
<td>3.29</td>
<td>3.29</td>
<td>3.29</td>
<td>1.98</td>
<td>0.00%</td>
</tr>
<tr>
<td>3A</td>
<td>-</td>
<td>3.1</td>
<td>2.91</td>
<td>3.18</td>
<td>-6.13%</td>
</tr>
<tr>
<td>4F</td>
<td>-</td>
<td>7.21</td>
<td>7.21</td>
<td>2.17</td>
<td>0.00%</td>
</tr>
<tr>
<td>4S</td>
<td>6.14</td>
<td>6.14</td>
<td>6.12</td>
<td>1.97</td>
<td>-0.33%</td>
</tr>
<tr>
<td>4M</td>
<td>5.67</td>
<td>5.91</td>
<td>5.67</td>
<td>1.85</td>
<td>-4.06%</td>
</tr>
<tr>
<td>4L</td>
<td>5.13</td>
<td>5.83</td>
<td>5.17</td>
<td>1.89</td>
<td>-11.32%</td>
</tr>
<tr>
<td>4A</td>
<td>-</td>
<td>5.23</td>
<td>4.4</td>
<td>2.6</td>
<td>-15.87%</td>
</tr>
<tr>
<td>5F</td>
<td>-</td>
<td>5.37</td>
<td>5.37</td>
<td>2.19</td>
<td>0.00%</td>
</tr>
<tr>
<td>5S</td>
<td>3.93</td>
<td>3.93</td>
<td>3.97</td>
<td>2.14</td>
<td>1.02%</td>
</tr>
<tr>
<td>5M</td>
<td>3.53</td>
<td>3.53</td>
<td>3.53</td>
<td>2.05</td>
<td>0.00%</td>
</tr>
<tr>
<td>5L</td>
<td>3.34</td>
<td>3.43</td>
<td>3.34</td>
<td>1.97</td>
<td>-2.62%</td>
</tr>
<tr>
<td>5A</td>
<td>-</td>
<td>3.26</td>
<td>2.91</td>
<td>3.3</td>
<td>-10.74%</td>
</tr>
<tr>
<td>Average value</td>
<td></td>
<td></td>
<td></td>
<td>2.27</td>
<td>-3.03%</td>
</tr>
</tbody>
</table>

**BKS**: best known solution.

**TT**: the total travel time.

**NV**: the number of the used vehicles.

**cpu**: the computing time.

**gap1** = \( \frac{TT(our\ results) - TT(Bredstrøm\ and\ Rønnqvist\ 2008)}{TT(Bredstrøm\ and\ Rønnqvist\ 2008)} \) × 100%.

**gap2** = \( \frac{TT(our\ results) - TT(Affi et al. 2016)}{TT(Affi et al. 2016)} \) × 100%.

(\*Afifi et al. (2016) just reported a part of the solutions, therefore, - is used to indicate the undisclosed solutions.)

### Table 8

The results of Friedman test for validating the difference of the four models.

<table>
<thead>
<tr>
<th>indicator</th>
<th>VD</th>
<th>GHG</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID of model</td>
<td>DO</td>
<td>UST</td>
</tr>
<tr>
<td>p-value</td>
<td>9.50 × 10⁻²</td>
<td>8.07⁻¹⁵</td>
</tr>
</tbody>
</table>

**DO**: DO-GVRPTWSyn model.

**UST**: RO-GVRPTWSyn-UST model.

**UTT**: RO-GVRPTWSyn-UTT model.

**USUTT**: RO-GVRPTWSyn-USUTT model.
Monte Carlo simulation. The difference in the model is inferred by comparing the differences between the indicators.

### 6.3.1. The impact of time windows

As introduced, the instances featured with different types of time windows are divided into different groups. This section mainly investigated how the length of the time windows affect the robustness and greenhouse gas emissions indicators.

Firstly, the optimal solutions from the RO-GVRPTW-Syn-USUTT for all instances are obtained. The Monte Carlo simulation is performed on these solutions to output the indicators, which are shown in Fig. 5. Each indicator represents the average values of the same type of time window. Therefore, the simulation results of five groups, namely F, S, M, L, and A, are obtained and compared.

As shown in Fig. 5 (a), the instances with fixed time windows have very low values in $v_0$, which means the robustness performance is very poor. On the contrary, the categories of M, L are very high; What’s more, it is found that this value for A group is almost equal to one, which reveals a feature of strong robustness. The similar situation is also shown in Fig. 5 (b).

On the other side of the indicators, such as mean delayed time in Fig. 5 (c), it is found that the group of F and S have a very high delayed time for providing service, while the groups named M, L, and A becomes small values. Notably, the group with A has almost zero means of delayed time.

When analyzing the fuel consumption cost in Fig. 5 (d), it is noticed that the values, from left to right, show a trend of severe decline.

To sum up, it is found that the robustness becomes stronger when the time windows become large, while for those instances with a small or fixed time window, it’s challenging to improve the solutions to realize the complete robustness.

### 6.3.2. Scenario 1: only uncertain travel time is considered

In this scenario, a robust model called RO-GVRPTW-Syn-USTT is considered. In this scenario, it is only assumed that travel time is uncertain while the service time is deterministic. This comparison helps us to validate if the components of considering the travel time uncertainty can really increase the robustness of the obtained solution.

In RO-GVRPTW-Syn-UST, the LPAT for each customer is calculated according to the formulation (21). The experiments are performed in the following way.

1. Obtain the solution of each instance corresponding to the deterministic model DO-GVRPTW-Syn.
2. Obtain the solutions of RO-GVRPTW-Syn-USTT for each instance.
3. Assume that these solutions are in an uncertain environment, then the Monte Carlo simulation is applied to each solution and output the indicators.

The simulating indicators of the solutions are presented in Figs. 6 and 7 it is noticed that in Fig. 6, a blue line with diamonds is always above the red line with rectangles. For example, let us focus on the $v_0$. For the instance 1M, the value of $v_0$ is around 50%, while this value becomes 99%. This means that there are 50% of the simulation times, when non customer is received delayed service in DO-GVRPTW-Syn, while in RO-GVRPTW-Syn-USTT, this value increase to 99%, which illustrates a strong robustness. In Fig. 7, it is found that the blue line with diamonds somehow shows smaller than the red line with rectangles. Let us focus on the first subplot of Fig. 7. This also indicates that the percentage of the delayed service can be decreased by the RO-GVRPTW-Syn-USTT model.

The comparisons in this section reveal that the robustness is enhanced when considering the uncertain travel time.

### 6.3.3. Scenario 2: only uncertain service time is considered

In this scenario, a robust model called RO-GVRPTW-Syn-UST is considered. In the scenario, it is only assumed that service time is uncertain while the travel time is deterministic. This comparison helps us to validate if the components of considering the service time uncertainty can really increase the robustness of the obtained solution.

In RO-GVRPTW-Syn-UST, the largest arrival time for each customer is calculated according to the formulation (21). The experiments are performed in the following way.

1. Obtain the solution of each instance corresponding to the deterministic model DO-GVRPTW-Syn.
2. Obtain the solutions of RO-GVRPTW-Syn-USTT for each instance.
3. Assume that these solutions are in an uncertain environment, then the Monte Carlo simulation is applied to each solution and output the indicators.

The simulating indicators of the solutions are presented in Figs. 8 and 9. It is noticed that in Fig. 6, a blue line with diamonds is always above the red line with rectangles. For example, the indicator $v_0$, for the instance 1M, the value of $v_0$ is around 50%, while this value increases to 97%. This means that there are 50% of the simulation times that non-customer is received delayed service in DO-GVRPTW-Syn while in RO-GVRPTW-Syn-UST, 97% of the simulation times with the situation that non-customers have received delayed service. In Fig. 9, it is found that the blue line with diamonds somehow shows smaller than the red line with rectangles. For example, in Fig. 9, it is found that the percentage of the delayed service for the instance 4M in DO-GVRPTW-Syn, is around 4%, while this value becomes less than 1% when solved by RO-GVRPTW-Syn-UST.

Additionally, in Fig. 9, it is noticed that the indicators for delayed service for RO-GVRPTW-Syn-USTT model are always smaller than that of DO-GVRPTW-Syn model. This reveals that the RO-GVRPTW-Syn-USTT model can help the logistics company to reduce the delayed service.

### 6.3.4. Scenario 3: UTT and UST are considered simultaneously

In scenarios 1 and 2, each component of the uncertainties has been validated to improve the robustness performance. In this
section, the RO-GVRPTWSyn-USUTT model, a more comprehensive consideration of UST and UTT, is analyzed. To highlight the importance of considering the uncertainties, the different solutions for the same instance but obtained by the DO-GVRPTWSyn and the RO-GVRPTWSyn-USUTT are compared.

The simulation results are presented in Figs. 10 and 11. It is noticed that in Fig. 10, a blue line with diamonds is always above the red line with rectangles. For example, it is found the \( v_1 \) for the instance 3M is around 50%, while this value becomes 100%. This means that there are 50% of the simulation times have at most one customer is received delayed service in DO-GVRPTWSyn, while in RO-GVRPTWSyn-USUTT, this value becomes 100%, which reveals that 100% times of the simulation showed at most one delayed service. In Fig. 11, it is found that the blue line with diamonds somehow shows smaller than the red line with rectangles. For example in Fig. 11, let us focus on the percentage of the delayed service (PDS). For instance 4M, in DO-GVRPTWSyn, the value of PDS is around 4%, while this value decreases to 0%, which means no delayed service.

Fig. 12 reports the simulation results for the solutions obtained by the DO-GVRPTWSyn and RO-GVRPTWSyn-USUTT for \( v_2 \) and fuel consumption cost with the large size instances. From the observation of \( v_2 \), it is found that most of the solutions obtained by RO-GVRPTWSyn-USUTT are shown much higher than those solutions produced by the DO-GVRPTWSyn model. For example, it is noticed that, in the instance 9M, the value of \( v_3 \) is tiny in the DO-GVRPTWSyn model, while it reaches close to 1 (high robustness) when applying RO-GVRPTWSyn-USUTT model. Additionally, it is found that in most instances, the fuel consumption cost increases a little when utilizing the RO-GVRPTWSyn-USUTT model. This reveals a trade-off relationship between the robustness and fuel consumption cost.

6.4. Comparison among the four models

In the previous sections, verification of the robustness considerations for each component has been checked. This section mainly analyzes the different robustness performances for the solutions obtained from these different scene models. According to the previous method, a comparative analysis is conducted. Due to the limited space, the selected representative indicators, \( v_1 \) and PDS, are shown in Fig. 13. It is found that robustness performance could be improved if UST and UTT are taken into account. While the scheduling obtained without considering any uncertainties shows poor robustness performance. If only one kind of uncertainty, either UTT or UST, is considered, although the robustness is not as good as the solution obtained by the model considering both, it is still much stronger than without considering any uncertainties. Therefore, considering uncertainty is essential and can effectively improve operational efficiency.

As shown in Fig. 14, it is found that the different values of the greenhouse gas emission in different four models for each instance. It is noticed that the solutions obtained by the DO-GVRPTWSyn model generate a smaller amount of greenhouse gas emissions than others. This illustrates the trade-off relationship between the robustness and the amount of greenhouse gas emissions. However, it is found that the robustness can be significantly improved only by a little improvement in the greenhouse gas emission.

6.5. Sensitivity analysis of the uncertain parameters

As mentioned before, the type of employed vehicles may also affect fuel consumption costs. Now, it is time to analyze how the type of vehicle affects greenhouse gas emissions. As seen in Fig. 15, it found that the fuel consumption cost with type 3 vehicles is strictly higher than the other two types. For example, if vehicles are changed from type 2 to type 1, the solution can decrease the fuel consumption cost, while it will have a steeply increase if the type of vehicles is switched to type 3.

6.6. Statistical analysis

In order to further quantitatively compare the differences among the proposed four models, the Friedman-test is performed to test independent experimental samples. If someone is interested in this method, please refer to the literature (Birch, 1983). Three indicators (which can also be extended to all indicators) are selected and tested whether the three indicators performed differently in the four models. The results are shown in Table 8.

As a classical paradigm in the statistic test, the hypothesis is presented with \( H_0 \) and \( H_1 \). The \( H_1 \) holds when \( H_0 \) is rejected; otherwise, \( H_0 \) holds. In our work, the \( H_0 \) and \( H_1 \) are displayed as follows.

\( H_0 \): The solutions achieved by the four models have no significant difference in terms of the observing indicators. 
\( H_1 \): The solutions achieved by the four models have significant differences, given the observing indicators.

As displayed in Table 8, the p-value for each model is reported. When comparing the four models for the indicator \( V_0 \), it is indicated that the p-value is \( 9.50 \times 10^{-7} \), which is less than the threshold of 0.5% (reject \( H_0 \)). This indicates that the four models are quite different in terms of the solutions. Besides, it is found that the p-value for indicators of GHG emission is \( 8.07 \times 10^{-6} \), which also rejects the \( H_0 \). It is surely confirmed that there are significant differences between the solutions achieved by the four models. According to the ranking discussed in section 6.4, the conclusion could be reached that the RO models show better robustness performance than the deterministic model. Also, from this test, it is validated that the different changes in GHG emissions for the solutions achieved by the different scenarios.

6.7. Experimental results for the Pareto-based bi-objective optimization scenarios

The numerical results obtained by the mono-objective model
have been intensively discussed in different scenarios. Although the mono-objective models have been commonly investigated in the VRPs with uncertain optimization, they still have limitations in exploring the conflicts between the different objective functions. The purpose of this section is to establish a multi-objective optimization framework based on the presented model and analyze the trade-off relationship between the GHG emission and other robustness indicators. According to our problem’s feature, two objectives are considered; therefore, our model can also be called bi-objective optimization (Fathollahi-Fard et al., 2020).

The bi-objective optimization is based on the concept of Pareto optimization, which is defined as follows.

**Definition 6.1.** The bi-objective optimization problem is defined as follows.

\[
\min f(x) = [f_1(x), f_2(x)]^T \\
x \in X \\
X \subseteq \mathbb{R}^n
\]  

(26)

Where \(f_1(\cdot)\) and \(f_2(\cdot)\) are the objective functions of problem. \(X\) is the set of the feasible solutions and \(x\) is one of the feasible solutions. It is assumed that \(x_1\) and \(x_2\) are the solutions of the optimization problem, then three relationships between \(x_1\) and \(x_2\) are defined as follows.

1. \(x_1\) dominates \(x_2\), when \(f_1(x_1) < f_1(x_2)\) and \(f_2(x_1) \leq f_2(x_2)\), or \(f_1(x_1) < f_1(x_2)\) and \(f_2(x_1) < f_2(x_2)\).
2. \(x_2\) dominates \(x_1\), when \(f_1(x_1) > f_1(x_2)\) and \(f_2(x_1) > f_2(x_2)\), or \(f_1(x_1) > f_1(x_2)\) and \(f_2(x_1) > f_2(x_2)\).
3. \(x_2\) and \(x_1\) cannot be dominated each other, otherwise.

Two scenarios, namely scenario I and scenario II are defined according to the model. GHG emission is selected as one objective function since it is the main issue in the article. MDT or MET is selected as another indicator in the bi-objective optimization framework based on the presented model and analyze the trade-off relationship between the GHG emission and other robustness indicators. According to our problem’s feature, two objectives are considered; therefore, our model can also be called bi-objective optimization (Fathollahi-Fard et al., 2020).

**Scenario I** aims at minimizing the GHG emissions and mean delayed time simultaneously. The scenario is formulated as equation (27).

\[
\begin{align*}
\min f_1 &= \sum_{k \in V_j} \sum_{i \in N} \text{FuelCost}_{ijk}(s, t), \\
\min f_2 &= \text{MDT}(s, t),
\end{align*}
\]  

(27)

Constraints (5)—(9) and (23). where, the first objective function is the GHG emission function while the second objective function is the mean delayed time function defined in Fig. 4. The meaning of the other parts of the formulation is show in objective function (17).

**Scenario II** aims at minimizing the GHG emissions and mean extra working time for delivery workers simultaneously. The scenario is formulated as equation (28).

\[
\begin{align*}
\min f_1 &= \sum_{k \in V_j} \sum_{i \in N} \text{FuelCost}_{ijk}(s, t), \\
\min f_2 &= \text{MET}(s, t),
\end{align*}
\]  

(28)

Constraints (5)—(9) and (23). where, the first objective function is the GHG emission function while the second objective function is the mean extra working time for delivery workers which is defined in Fig. 4. The meaning of the other parts of the formulation is show in objective function (17).

**6.7.1 The pseudo of the algorithm**

At present, a variety of multi-objective simulated annealing (MOSA) algorithms have been investigated. One of the most commonly used algorithms is called SMOSA, which was proposed by Suppapitnarm et al. (2000). Therefore, in this work, the bi-objective optimization models, namely scenario I and scenario II, are also solved by the Pareto-based SA-TS, which is abbreviated as SMOSATS. The basic procedures of SMOSATS are presented in Algorithm 4.

**Algorithm 4. SMOSATS.**

1. **step 1.** Initialize the temperature \(T\) as \(T_0\) and total iterations \(maxGen\). Set the terminal criteria: either the \(T < \epsilon\) or the current generation reaches \(maxGen\).
2. **step 2.** Generate the initial solution \(x_0\) by using the algorithm 1 and algorithm 2. Calculate all its objective function values and add them to the Pareto solution set. Set \(x_0\) the current solution \(x_{current}\).
3. **step 3.** Apply the tabu search to \(x_{current}\), then generate the neighborhood solution \(x_{new}\), and calculate objective function values of \(x_{new}\).
4. **step 4.** Compare the newly generated solution \(x_{new}\) with each solution in the Pareto solution set and update the Pareto solution set.
5. **step 5.** If the new neighborhood solution \(x_{new}\) enters the Pareto solution set, Replace \(x_{new}\) with \(x_{current}\) and go to step 8.
6. **step 6.** Calculate the acceptance probability with the formulation (29).
7. **step 7.** If \(x_{new}\) does not enter the Pareto solution set, then decide whether to accept the new solution according to the acceptance probability with formulation (29). If the new solution is accepted, let it be the new current solution \(x_{current}\). If \(x_{new}\) is not accepted, keep the current solution.
8. **step 8.** At a certain number of iterations \(N_1\) randomly select a solution from the Pareto solution set it as the \(x_{current}\) and search again.
9. **step 9.** Perform a cooling stage with the formulation: \(T \leftarrow \zeta \cdot T\).
10. **step 10.** Repeat Step 3 to Step 9 until the algorithm reaches the terminal criteria.
11. **Output:** the best Pareto frontier.
The criteria for accepting a new solution is one of the features of the MOSA-TS. Suppapitnarm et al. (2000) designed the SMOSA algorithm and used a return value-based strategy to start searching from the archived solutions in the solution space.

The main difference between multi-objective SA and single-objective SA lies in the way how a new solution is accepted. In mono-objective optimization, when the new solution is better than the current solution, the newly generated solution is 100% accepted. When the newly generated solution is worse than the current solution, this new solution is accepted in a function \( \exp(\cdot) \) of probability (the idea of simulated annealing). In the multi-objective problem, the dominance of different solutions is considered. When the solution is superior or non-dominant, the new solution is accepted in a function \( \exp(\cdot) \) of probability (29) is used to receive the solution.

\[
p = \min \left( \prod_{i=1}^{2} \exp \left( \frac{f_i(x_{current}) - f_i(x_{new})}{T} \right) \right)
\]

(29)

6.7.2. The experimental results

In this section, the experimental results for the multi-objective optimization are presented. It should be emphasized that our paper’s purpose is not to make a decision for the logistics companies directly. But, the framework is established to provide the decision-support solutions to the logistics companies, so that the decision-makers could select the strategy according to their preference. An example with the instance 1M is given as follows, and the parameter for the algorithm is the same as Table 7.

The Pareto frontiers, composed by the objective values of the best non-dominated solutions, show in Figs. 16 and 17. As shown in Fig. 16, it is found that as MDT increases, GHG decreases. This demonstrates that the MDT and GHG shows a trade-off relationship. In Fig. 17, it is found that the similar trend as Fig. 16. However, when compared with the two Pareto frontiers, it is indicated that GHG’s change has a big impact on the MDT, while it has less impact on MET.

The proposed bi-objective optimization framework and the Pareto frontiers obtained in different scenarios could help the logistics companies make a reasonable decision when planning logistics activities.

7. Conclusions

Nowadays, logistics companies need not only consider improving service quality and reducing operating costs but also should take a certain corporate social responsibility: reducing greenhouse gas emissions. This study investigated a relative robust optimization model for a VRPTW with synchronized visits and uncertain scenarios considering greenhouse gas emissions. Considering the problem is NP-hard, a hybrid algorithm is developed to solve the optimization model. The experimental results illustrate the following conclusions.

(1) The experimental results on the popularly used benchmark instances demonstrates that the proposed hybrid SA-TS algorithm has a good performance.

(2) The comparison performed among the solutions obtained by different models has highlighted the importance of considering uncertainties.

(3) The sensitivity analysis of greenhouse gas emissions with different types of vehicles shows the difference of the GHG emission in different vehicle types. This gives the decision-maker a choice to select the type of vehicle when arranging the routes.

(4) Pareto-based the bi-objective optimization with two scenarios validates the trade-off between the robustness indicators and GHG emissions.

The proposed model has the potential to be applied to some practical applications, such as logging truck routing planning. This research has many interesting extensions worthy of being investigated. On the one hand, some new ideas, for example, learning-based strategy and multi-agent systems, can be incorporated to guide hybrid SA-TS to improve the solution quality further. On the other hand, some emerging technologies, such as drones, will be considered in logistics planning, thereby improving logistics operation efficiency and reducing labor costs.
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