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A B S T R A C T

Vehicle routing problem with simultaneous pickup–delivery and time window (VRPSPDTW) is computationally
challenging as it generalizes the classical and NP-hard vehicle routing problem. According to the state-of-the-
art, VRPSPDTW usually has two hierarchical optimization objectives: a primary objective of minimizing the
number of vehicles (NV) and a secondary objective of reducing the transportation distance (TD). Given the
existing research and our trial results, we find that the optimization of TD is not necessarily a promotion for
reducing NV. In this paper, an effective learning-based two-stage algorithm, which has never been studied
before, is proposed to solve the VRPSPDTW. In the first stage, a modified variable neighborhood search with
a learning-based objective function is proposed to minimize the primary objective with retaining the potential
structures. In the second stage, a bi-structure based tabu search (BSTS) is designed to optimize the primary
and secondary objectives further. The experimental results on 93 benchmark instances demonstrate that the
proposed algorithm performs remarkably well both in terms of computational efficiency and solution quality.
In particular, the proposed two-stage algorithm improve several best known solutions (either a better NV or a
better TD when NV are the same) from the state-of-the-art. To our knowledge, this is the first learning-based
two-stage algorithm for solving VRPSPDTW reaching such a performance. Finally, we empirically analyze
several critical components of the algorithm to highlight their impacts on the performance of the proposed
algorithm.
. Introduction

In recent years, with economic globalization, logistics companies
re facing fierce competition. To improve the competitive power, lo-
istics companies have to make a great effort to decrease their delivery
osts, which include fixed vehicle cost, transportation cost, etc. Gen-
rally, customers send service requests, including pickup request or
elivery request (individually or simultaneously) first. Logistics compa-
ies group customers based on their location. At the same time, logistics
ompanies will also consider the limited number of employees and
roup customers with employees to assign tasks. Finally, the logistics
ompanies make a route plan for each assigned vehicle, which starts
rom a warehouse and returns to the warehouse after servicing their
ustomers. This problem is generally defined as pickup and delivery
roblem, which has been applied in many fields, such as the grocery
elivery system, parcel delivery, and home health care services. If the
elivery and pickup services are demanded in the logistics system, we
all this pickup and delivery problem. When the customers have pickup
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requests and delivery requests simultaneously, the variant pickup and
delivery problem becomes a vehicle routing problem with simultaneous
pickup–delivery (VRPSPD).

In the same special conditions of VRPSPD, customers may have a
service time constraint request, such as the customer only available
from 10:00 AM to 10:30 AM, which is normally defined as time
windows. When the customers have time windows constraints, the vari-
ant VRPSPD is defined as vehicle routing problem with simultaneous
pickup–delivery with time window (VRPSPDTW).

There are two main objective functions for logistics companies to
decrease their total cost. The primary one, the logistics companies
can reduce the total number of assigned vehicles which involves the
depreciation cost (or dispatching cost) of vehicles, driver’s salary, and
transportation costs. Secondly, the logistics companies can optimize
the routes (routing cost) of the assigned vehicles. Lai and Cao (2010)
minimized the total transportation cost for the VRPSPDTW by im-
plementing an improved differential evolution algorithm (IDE). Wang
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Fig. 1. An example of the VRPSPDTW.

and Chen (2012) studied VRPSPDTW by introducing a co-evolution
genetic algorithm (CoGA). After that, Wang et al. (2015) introduced a
parallelized simulated annealing (p-SA) to solve the instances proposed
by Wang and Chen (2012) and improved the solution quality. Shi
et al. (2018a) also considered this model by proposing a tabu based
framework. The preliminary results in a conference paper showed that
most of the solutions obtained are worse performance than the p-
SA in Wang et al. (2015), despite the fact that several solutions are
2

improved. Our research can be viewed as a further extension of the
conference paper (Shi et al., 2018a), and the algorithm designed has
been completely improved both from the structure and operators.

Addition, in the study of Wang and Chen (2012), Wang et al.
(2015) and Shi et al. (2018a), they assume that the solution with less
number of vehicles (NV) always dominates the solution with more NV,
regardless of the Transportation Distance (TD). Given that we need to
make a full comparison with the state-of-art to verify the efficiency
of our proposed algorithm, we also assume that NV is the primary
objective value, and TD is the secondary objective function. According
to the experimental results from Wang and Chen (2012) and Wang
et al. (2015), as well as our several trial results, we find the following
features of the solution.

• In the benchmarks instances of Wang and Chen (2012), a lot of
solutions have the feature that reducing TD leads to the increasing
of NV. For example, in the instance Rdp 105, according to Wang
and Chen (2012) and Wang et al. (2015), when NV = 15, the best
found TD = 1375.31, while when NV = 14, the best found TD =
1399.81. This phenomenon reveals that decreasing of NV and TD
are not in the same direction.

• Our trial experiments illustrate that reducing NV is much more
difficult than decreasing TD when best NV is given.

• Even if we make a weighted objective function, such as obj =
100 000 × NV + TD, we find that variable neighborhood search
(VNS) and tabu search (TS) are not able to improve NV better
compared to the results from Wang and Chen (2012) and Wang
et al. (2015). This motivates us to find a new way to decrease NV.

In this study, we propose a learning-based two-stage algorithm,
also named as variable neighborhood search and bi-structure based
tabu search algorithm (VNS-BSTS), to solve the VRPSPDTW with the
following motivations and contributions.
Fig. 2. An overview of the proposed two-stage algorithm: (a) input data, (b) the first stage: variable neighborhood search, (c) the second stage: Tabu search, (d) final solution.
Fig. 3. An example of neighborhood of a given solution by using relocate operation, inter-2-opt operation, intra-2-opt operation and swap operation.
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Fig. 4. An example of 𝜆−interchange generation mechanism with 𝜆 = 2.
• According to the existing studies (Bent and Van Hentenryck,
2004; Nagata and Bräysy, 2009; Chen and Hao, 2018), an ag-
gregated weighted objective function often drives the search for
solutions with low travel costs, and this makes it difficult to
reach a solution with fewer routes but the higher travel cost. To
overcome this weakness, we divide the searching process into
two stages, which are implemented by VNS and improved TS,
respectively.

• Since the simple objective function 𝑓 = NV is not able to help
to optimize NV, we design the new objective function of the first
stage by introducing a new learning-based evaluation framework,
which is inspired from Graph Coloring Problem.

• Given that a pure TS is still easily trapped into local optima
and a diversity neighborhood or tabu lists may further improve
the global searching ability and overcome the local optima, we
designed a bi-structure based tabu search (BSTS) for improving
the searching ability in the second stage.

The remainder of this study is organized as follows. Section 2
eviews the related works of VRPSPDTW. Section 3 presents the mathe-
atical formulations of VRPSPDTW. Section 4 introduces the proposed

wo-stage algorithm. Numerical experimental results are shown in Sec-
ion 5. Analysis and discussions of the proposed two-stage algorithm
re studied in Section 6. Finally, the conclusions and perspectives are
resented in Section 7.

. Literature review

In this section, three categories of the related works, including
RPSPD, VRPSPDTW, VNS and Tabu Search are presented. The detail
hows in the followings.

Vehicle Routing Problem (VRP), regarded as a crucial application
n transportation science and logistics, is computationally challenging
ue to its NP-hard nature. In recent years, VRP and its variants have
ttracted considerable attention (Prins, 2009; Peng et al., 2019). One
f the most significant challenges of their work is developing efficient
lgorithms for solving their instances. The algorithms can be classi-
ied into two categories, including exact algorithms (Yu et al., 2019),
euristic algorithms (Solomon, 1987; Solomon and Desrosiers, 1988)
nd meta-heuristic algorithms (Luo et al., 2016; Shi et al., 2017).

.1. VRPSPD

As an important extension of capacitated VRP, the vehicle rout-
ng problem with simultaneous pickup–delivery service was originally
efined by Min (1989). After ten years, Min (1989), Dethloff (2001)
3

Fig. 5. The structure of tabu list of 𝑇𝐿1.

Table 1
The if-then rules for utilizing the lexicographic evaluation function (2)) in VNS.

If Then

𝑒1(𝑠1) < 𝑒1(𝑠2) 𝑠1 is better than 𝑠2
𝑒1(𝑠1) = 𝑒2(𝑠2) and 𝑒2(𝑠1) < 𝑒2(𝑠2) 𝑠1 is better than 𝑠2
𝑒1(𝑠1) = 𝑒2(𝑠2) and 𝑒2(𝑠1) = 𝑒2(𝑠2) and 𝑒3(𝑠1) < 𝑒3(𝑠2) 𝑠1 is better than 𝑠2
𝑒1(𝑠1) = 𝑒2(𝑠2) and 𝑒2(𝑠1) = 𝑒2(𝑠2) and 𝑒3(𝑠1) = 𝑒3(𝑠2)
and 𝑒4(𝑠1) < 𝑒4(𝑠2)

𝑠1 is better than 𝑠2

and Montané and Galvão (2002) are among the earliest to study
the VRPSPDTW. Montané and Galvao (2006) proposed a TS to solve
the vehicle routing problem with simultaneous pickup–delivery ser-
vice. Fan (2011) initialized the solution of VRPSPD by proposing
the cheapest insertion method and then improved by a TS. Addi-
tionally, VRPSPD was also solved by various techniques including
hybrid meta-heuristic algorithm (Zachariadis et al., 2009), adaptive
memory methodology (Zachariadis et al., 2010), saving-based ant al-
gorithm (Çatay, 2010), perturbation based algorithm (Jun and Kim,
2012), hybrid discrete particle swarm algorithm (Goksal et al., 2013).
Polat et al. (2015) introduced a perturbation-based variable neighbor-
hood search heuristic for VRPSPD with time limit. Avci and Topaloglu
(2015) designed an adaptive local search algorithm for the vehicle
routing problem with simultaneous and mixed pickups and deliver-
ies. Zachariadis et al. (2016) studied the VRPSPD with two-dimensional
loading constraints. Kartal et al. (2017) addressed the simultaneous
pickup and delivery considering a single allocation p-hub median lo-
cation and routing problem.

Xu et al. (2017) studied an unpaired pickup and delivery vehicle
routing problem with multi-commodity and multi-visit. Belgin et al.
(2018) investigated a two-echelon VRPSPD and proposed a variable
neighborhood descent with local search to solve it. Wang et al. (2018)
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Table 2
An example of regency-based memory for 𝑇𝐿1.

Vehicles Customers

1 2 3 4 5 6 7 8 9

1 −1 0 2 3 −2 −3 2 1 0
2 2 1 −3 2 0 1 −1 2 3

Table 3
An example of frequency-based memory for 𝑇𝐿1.

Vehicles Customers

1 2 3 4 5 6 7 8 9

1 2 0 2 3 1 2 2 1 2
2 3 1 4 2 0 1 0 2 1

Table 4
Parameter settings for algorithms used in this study.

Algorithms Parameters Values

Two-stage The maximum iteration 20

VNS 𝑘𝑚𝑎𝑥 ∶ the number of neighborhood structures 6
The max iteration for non-improvement (terminal
conditions)

100 × size

TS
𝛼 : the parameter for adjusting the diversification
operator

0.1

𝑡𝑎𝑏𝑢_𝑙𝑒𝑛𝑔𝑡ℎ : the length for the tabu list 0.4 × size
The max iteration for non-improvement (terminal
conditions) for each tabu component

100

studied the vehicle routing optimization with delivery and pickup by
considering the collaboration and transportation resource sharing. Shi
et al. (2018b) investigated the stochastic home health care routing
problem by considering the simultaneous delivery and pickup of the
drugs, and a hybrid simulated annealing is designed to obtain the near-
optimal solutions. Wang et al. (2018) proposed an effective heuristic by
combining K-means clustering and NSGA-II to solve the vehicle routing
optimization with delivery and pickup.

Exact algorithm including branch-and-price and branch-cut-and-
price have been applied to solve VRPSPD (Subramanian et al., 2013;
Dell’Amico et al., 2006)

2.2. VRPSPDTW

Despite the broad applications of VRPSPDTW, however, compared
with VRPSPD, VRPSPDTW is somehow less investigated. Angelelli and
Mansini (2002) are the first to study VRPSPDTW by introducing an
exact algorithm (Branch & Price). One of the limitations of exact algo-
rithms is that it is very time consuming and cannot obtain an acceptable
solution in a reasonable time, especially for NP-hard problems. As the
4

first attempt to solve VRPSPDTW by implementing heuristic, Cao and
Lai (2007) proposed an improved genetic algorithm by designing a new
decimal coding according to a prior sequence among all customers.
And their experimental results showed that the improved algorithm
could find the optimal or near-optimum solution effectively when the
maximum number of customer equals to 8. However, eight customers
are far inadequate in a practical situation. Lai and Cao (2010) intro-
duced an IDE to solve the VRPSPDTW and given an example with eight
customers and two vehicles. Lai et al. (2010) investigated VRPSPDTW
by designing a two-stage hybrid meta-heuristic, in which the simulated
annealing and tabu search are integrated. Abundant experimental re-
sults have been done to validate the proposed two-stage framework.
Boubahri et al. (2011) proposed a multi-agent colonies system to ad-
dress the VRPSPDTW. Despite the novelty of the solving approach, the
authors did not provide any numerical experimental results. Lai and
Tong (2012) addressed the VRPSPDTW by considering the hybrid tabu
search and ant colony optimization. Experimental results show the good
performance of the proposed hybrid meta-heuristic algorithm.

Wang and Chen (2012) adopted a co-evolution genetic algorithm to
investigate the VRPSPDTW and designed benchmark instances which
have been generated based on the well-known Solomon’s (Solomon,
1987) benchmark instances to evaluate the performance of the pro-
posed co-evolution genetic algorithm. Their numerical experimental
result showed that the proposed co-evolution genetic algorithm could
provide better solutions within a comparatively shorter period com-
pared with the commercial solver of CPLEX. Wang et al. (2015) pro-
posed a parallel simulated annealing algorithm to solve the VRP-
SPDTW and tested on the benchmark instances proposed by Wang
and Chen (2012). Their results showed that the proposed parallel
simulated annealing algorithm could obtain the same results of Wang
and Chen (2012) for small-scale benchmark instances with the number
of customers varying from 10 to 50. For the medium-scale bench-
mark instances with the number of customers equaling to 100, 12
instances have better performance and 44 instances have the same
result compared with the study of Wang and Chen (2012). Recently,
a tabu search based framework for solving the benchmark instances is
developed by Shi et al. (2018a) in a conference paper. Accordingly,
they did not conduct a complete experiments and only reported the
preliminary results for some of the instances. Even though Shi et al.
(2018a) obtained several better solutions than Wang et al. (2015),
most of them are performed worse than Wang et al. (2015). Hof and
Schneider (2019) recently designed an adaptive large neighborhood
search with path relinking (ALNS-PR) for solving the class of VRPSPD,
including the VRPSPDTW. Their published results demonstrate that
the ALNS-PR can effectively obtain better solutions than the previous
benchmark results (see Hof (2019)).
Table 5
Comparison between CPLEX, GA, p-SA and proposed two-stage algorithm of small-scale instances to the VRPSPDTW.

Instance/size CPLEX (Wang and Chen, 2012) CoGA p-SA VNS-BSTS Gap (VS. CoGA)∗∗∗

NV TD CT(s) NV TD NV TD NV TD CT(s) NV TD(%)

RCdp1001/10 3 348.98 1 3 348.98 3 348.98 3 348.98 1.6 0 0.00
RCdp1004/10 2 216.69 1503 2 216.69 2 216.69 2 216.69 0.40 0 0.00
RCdp1007/10 2 310.81 25 2 310.81 2 310.81 2 310.81 0.82 0 0.00
RCdp2501/25 5 551.05 16 5 551.05 5 552.21 5 551.05 4.81 0 0.00
RCdp2504/25 7∗ 738.32∗ 485,660∗∗ 4 473.46 4 473.46 4 473.46 4.17 0 0.00
RCdp2507/25 7∗ 634.20∗ 439,321∗∗ 5 540.87 5 540.87 5 540.87 4.40 0 0.00
RCdp5001/50 9 994.18 327,404 9 994.18 9 994.7 9 994.18 15.90 0 0.00
RCdp5007/50 13∗ 1814.33∗ 1,546,429∗∗ 7 809.72 7 810.04 7 809.72 17.99 0 0.00

Minimum 0.00
Mean 0.00
Maximum 0.00

∗ The ‘‘out of memory’’ values (Wang and Chen, 2012).
∗∗CPU times in seconds executed on an Intel Core 2 Quad 2.4 GHz with 1G memory (Wang and Chen, 2012).
∗∗∗ GapN𝑉 = N𝑉 VNS-BSTS − N𝑉 CoGA, GapTD = T𝐷VNS-BSTS−T𝐷CoGA

T𝐷CoGA
∗ 100%.
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Table 6
Comparison with the published best results.

Instance ID BKS VNS-BSTS gap∗

NV TD NV TD CT NV TD(%) Is solution improved? Is solution non-worse?

rdp101 19 1650.8 19 1650.8 34.91 0 0.00 0 1
rdp102 17 1486.12 17 1486.12 31.60 0 0.00 0 1
rdp103 13 1297.01 13 1294.75 38.26 0 −0.17 1 1
rdp104 10 984.81 10 984.81 65.48 0 0.00 0 1
rdp105 14 1377.11 14 1377.11 33.95 0 0.00 0 1
rdp106 12 1252.03 12 1261.4 43.65 0 0.75 0 0
rdp107 10 1121.86 10 1144.02 44.13 0 1.98 0 0
rdp108 9 965.54 9 968.32 67.67 0 0.29 0 0
rdp109 11 1194.73 11 1224.86 40.18 0 2.52 0 0
rdp110 10 1148.2 11 1101.33 50.91 1 −4.08 0 1
rdp111 10 1098.84 10 1117.76 46.72 0 1.72 0 0
rdp112 9 1010.42 10 961.29 65.87 1 −4.86 0 1
cdp101 11 976.04 11 976.04 60.29 0 0.00 0 1
cdp102 10 941.49 10 942.45 68.87 0 0.10 0 0
cdp103 10 892.98 10 896.28 95.40 0 0.37 0 0
cdp104 10 871.4 10 872.39 70.62 0 0.11 0 0
cdp105 10 1053.12 10 1080.63 41.46 0 2.61 0 0
cdp106 10 967.71 10 963.45 57.30 0 −0.44 1 1
cdp107 10 987.64 10 987.64 79.04 0 0.00 0 1
cdp108 10 932.88 10 934.41 79.24 0 0.16 0 0
cdp109 10 910.95 10 909.27 68.59 0 −0.18 1 1
rcdp101 14 1776.58 14 1708.21 32.04 0 −3.85 1 1
rcdp102 12 1583.62 13 1526.36 43.85 1 −3.62 0 1
rcdp103 11 1283.52 11 1336.05 46.00 0 4.09 0 0
rcdp104 10 1171.65 10 1177.21 43.81 0 0.47 0 0
rcdp105 14 1548.96 14 1548.38 42.41 0 −0.04 1 1
rcdp106 12 1392.47 12 1408.19 47.52 0 1.13 0 0
rcdp107 11 1255.06 11 1295.43 54.70 0 3.22 0 0
rcdp108 10 1198.36 10 1207.6 51.23 0 0.77 0 0
Rdp201 4 1253.23 4 1254.57 46.59 0 0.11 0 0
Rdp202 3 1191.7 3 1202.27 119.56 0 0.89 0 0
Rdp203 3 946.28 3 949.42 107.10 0 0.33 0 0
Rdp204 2 833.09 2 837.13 129.22 0 0.48 0 0
Rdp205 3 994.43 3 1027.49 79.63 0 3.32 0 0
Rdp206 3 913.68 3 938.63 96.08 0 2.73 0 0
Rdp207 2 890.61 2 912.26 101.46 0 2.43 0 0
Rdp208 2 726.82 2 737.26 173.85 0 1.44 0 0
Rdp209 3 909.16 3 940.29 77.00 0 3.42 0 0
Rdp210 3 939.37 3 945.97 87.14 0 0.70 0 0
Rdp211 2 904.44 3 805.22 82.25 1 −10.97 0 1
Cdp201 3 591.56 3 591.56 53.42 0 0.00 0 1
Cdp202 3 591.56 3 591.56 70.56 0 0.00 0 1
Cdp203 3 591.17 3 591.17 56.26 0 0.00 0 1
Cdp204 3 590.6 3 599.33 50.34 0 1.48 0 0
Cdp205 3 588.88 3 588.88 50.98 0 0.00 0 1
Cdp206 3 588.49 3 588.49 49.15 0 0.00 0 1
Cdp207 3 588.29 3 588.29 50.58 0 0.00 0 1
Cdp208 3 588.32 3 588.32 49.61 0 0.00 0 1
RCdp201 4 1406.94 4 1437.48 32.00 0 2.17 0 0
RCdp202 3 1414.55 3 1412.52 52.00 0 −0.14 1 1
RCdp203 3 1050.64 3 1064.95 74.56 0 1.36 0 0
RCdp204 3 798.46 3 813.74 85.46 0 1.91 0 0
RCdp205 4 1297.65 4 1316.06 33.28 0 1.42 0 0
RCdp206 3 1146.32 3 1154.36 52.15 0 0.70 0 0
RCdp207 3 1061.84 3 1098.64 60.77 0 3.47 0 0
RCdp208 3 828.14 3 843.3 73.71 0 1.83 0 0

∗ GapN𝑉 = N𝑉 VNS-BSTS − N𝑉 BKS, GapTD = T𝐷VNS-BSTS−T𝐷BKS
T𝐷BKS

∗ 100%.
† ‘‘1’’ = True, ‘‘0’’ = False.
2.3. Variable neighborhood search

VNS, as a classic heuristic algorithm, its fundamental idea is to use
multiple different neighborhoods for system search. First, the smallest
neighborhood is used to explore a new solution. While the solution
cannot be improved, it switches to a slightly larger neighborhood. If
it can continue to improve the solution, then fall back to the smallest
neighborhood, otherwise continue to switch to a larger neighborhood.
VNS has the characteristics of easy coding, simple operation, and high
efficiency. Therefore, this algorithm is broadly used in seeking near-
optimal solutions for NP-hard problems. Jarboui et al. (2013) designed
an adaptive VNS for solving the classical location-routing problem. In
5

their work, five different types of neighborhood structures are em-
ployed in the sharking and local search phases. Finally, the results in
the classical benchmark instances showed the efficiency of the proposed
VNS. Stenger et al. (2013) employed an adaptive VNS for solving a
VRP arising in small package shipping. On the basis of cyclic exchange
neighborhoods, they have proposed an effective VNS algorithm that
integrates an adaptive mechanism to bias random sharking steps. This
method has been successfully applied to solve the proposed problem
and its extensions. The comparison performed with the state-of-art
highlights the effectiveness of the VNS. Salhi et al. (2014) formulated a
new mixed linear programming model to address the multi-depot VRP
with a heterogeneous vehicle fleet. The problem is solved by CPLEX
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Gap 2(VNS-BSTS VSBasic ALNS-PR)∗∗

m-
?

NV TD (%) Is solution
improved?

Is solution
non-worse?

Is NV im-
proved?

0 0.00 0 1 0
0 0.13 0 0 0
0 0.46 0 0 0
0 0.00 0 1 0
1 −3.77 0 0 0
2 7.12 0 0 0
0 0.00 0 0 0
0 −0.75 1 1 0
1 −7.70 0 0 0
0 0.00 0 1 0
2 −2.31 0 0 0
0 4.22 0 0 0
−1 2.06 1 1 1
0 2.27 0 0 0
2 −6.82 0 0 0
0 0.00 0 1 0
3 8.08 0 0 0
1 4.50 0 0 0
0 1.14 0 0 0
0 0.80 0 0 0
3 −14.93 0 0 0
0 1.68 0 0 0
4 7.43 0 0 0
2 11.21 0 0 0
2 1.20 0 0 0
1 −1.20 0 0 0
3 −19.71 0 0 0
2 4.57 0 0 0
6 8.11 0 0 0
3 13.36 0 0 0

2 6 1

6

Table 7
Experimental results compare with Wang et al. (2015) and Hof and Schneider (2019) for the large-scale customer instances.

Instance Size P-SA (Wang et al., 2015) ALNS-PR (Hof and Schneider, 2019) VNS-BSTS Gap 1(VNS-BSTS VS Basic p-SA)∗

NV TD CT NV TD CT NV TD CT NV TD (%) Is solution
improved?

Is solution
non-worse?

Is NV i
proved

C1_2_1 200 21 3169.52 62 20 2846.2 55.54 20 2846.2 55.54 −1 −10.20 1 1 1
R1_2_1 200 22 5083.39 89 20 4849.8 113.46 20 4856.09 61.89 −2 −4.47 1 1 1
RC1_2_1 200 20 3865.18 81 19 3652.18 77.05 19 3668.98 50.92 −1 −5.08 1 1 1
C2_2_1 200 6 1972.97 112 6 1931.44 194.73 6 1931.44 148.44 0 −2.10 1 1 0
R2_2_1 200 5 4372.17 295 5 4042.67 186.02 6 3890.34 146.13 1 −11.02 0 0 0
RC2_2_1 200 4 2662.75 216 4 2021.49 338.41 6 2165.45 146.57 2 −18.68 0 0 0
C1_4_1 400 42 8135.35 147 40 7533.03 220.13 40 7533.14 179.87 −2 −7.40 1 1 1
R1_4_1 400 42 12202.62 237 40 10671.7 537.22 40 10591.54 197.44 −2 −13.20 1 1 1
RC1_4_1 400 40 10036.82 193 38 9772.56 401.1 39 9020.26 192.26 −1 −10.13 1 1 1
C2_4_1 400 14 5085.08 279 12 4144.84 776.51 12 4144.84 635.93 −2 −18.49 1 1 1
R2_4_1 400 9 14119.64 735 9 8952.24 506.62 11 8745.02 568.83 2 −38.06 0 0 0
RC2_4_1 400 13 7229.22 791 12 6621.94 681.44 12 6901.4 504.03 −1 −4.53 1 1 1
C1_6_1 600 69 19720.65 257 63 15594.21 765.79 62 15916.06 577.5 −7 −19.29 1 1 1
R1_6_1 600 62 25729.28 581 59 22306.17 1211.12 59 22811.41 549.07 −3 −11.34 1 1 1
RC1_6_1 600 60 20535.26 733 57 19679.75 946.06 59 18338.05 573.54 −1 −10.70 1 1 1
C2_6_1 600 20 9509.15 926 18 7830.16 1652.55 18 7830.16 839.5 −2 −17.66 1 1 1
R2_6_1 600 13 27294.11 2439 13 17459.41 1558.88 16 18870.81 1209.28 3 −30.86 0 0 0
RC2_6_1 600 20 22837.36 2860 16 12693.19 2607.91 17 13264.62 1050.03 −3 −41.92 1 1 1
C1_8_1 800 88 32801.92 1054 82 27035.71 1495.17 82 27344.05 2948.4 −6 −16.64 1 1 1
R1_8_1 800 93 51949.49 1869 80 39348.17 3082.84 80 39664.86 2671.93 −13 −23.65 1 1 1
RC1_8_1 800 88 32801.92 1620 75 38431.09 2234.79 78 32692.26 2932.16 −10 −0.33 1 1 1
C2_8_1 800 27 14573.93 3636 24 11759.05 3022.47 24 11957.11 1341.19 −3 −17.96 1 1 1
R2_8_1 800 19 48611.6 7663 18 27270.04 3429.95 22 29294.91 929.74 3 −39.74 0 0 0
RC2_8_1 800 – – – 60 26652.1 2827.44 62 29640.17 1547.51 40 −24.72 – – –
C1_10_1 1000 110 52328.78 2418 102 44764.64 2253.4 104 45303.96 3131.22 −6 −13.42 1 1 1
R1_10_1 1000 115 77993.35 4539 100 58912.62 4651.74 101 58208.03 2529.47 −14 −25.37 1 1 1
RC1_10_1 1000 102 66883.49 3483 93 63953.66 4325.54 96 51345.98 780.83 −6 −23.23 1 1 1
C2_10_1 1000 33 23981.11 6529 30 17088.5 5009.45 32 17869.93 915.41 −1 −25.48 1 1 1
R2_10_1 1000 22 67441.51 21379 22 42117.48 5604.7 28 45533.11 934.84 6 −32.49 0 0 0
RC2_10_1 1000 – – – 75 40643.56 6460.91 78 46073.03 3093.92 – – – – –
Total 22 22 21

∗ Gap1N𝑉 = N𝑉 VNS-BSTS − N𝑉 p-SA, Gap1TD = T𝐷VNS-BSTS−T𝐷GA
T𝐷p-SA

∗ 100%.
∗∗ Gap2N𝑉 = N𝑉 VNS-BSTS − N𝑉 ALNS-PR, Gap2TD = T𝐷VNS-BSTS−T𝐷ALNS-PR

T𝐷ALN-PR
∗ 100%.

† ‘‘1’’ = True, ‘‘0’’ = False.
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Solver and a proposed VNS, respectively. They reported that the VNS
could get near-optimal solutions in a much shorter time than CPLEX
Solver. Schneider et al. (2015) studied a newly vehicle routing problem
with intermediate stops (VRPIS), and the stopping requirements at
intermediate facilities are considered in the model. They proposed an
adaptive variable neighborhood search (AVNS) to solve the VRPIS. The
experimental results show that the proposed ALNS is quite efficient in
solving the given instances. Hof et al. (2017) investigated a generalized
VRPIS, and again an Adaptive Variable Neighborhood Search (AVNS)
algorithm is employed to solve the battery swap station location-
routing problem with capacitated electric vehicles. The experimental
results reported by the authors show that AVNS is efficient for reduc-
ing battery swap stations. Recently, inspired by a home health care
scenario, Frifita and Masmoudi (2020) extended the classical vehicle
routing problem with time window by considering the constraints of
temporal dependencies, multi-structures, and multi specialties problem
(VRPTW-TD-2MS). The proposed VRPTW-TD-2MS is finally solved by
the VNS, and experimental results demonstrate that VNS is efficient for
solving the designed instances.

2.4. Tabu search

TS, regarded as a classical meta-heuristic, has been initially in-
troduced by Glover (1986). TS is efficient for solving mathemati-
cal optimizations including linear programming, integer programming,
non-linear programming (Youssef et al., 2001; Tan et al., 2001; Schnei-
der and Krohling, 2014) and combinatorial optimization (Carrasco
et al., 2015). In this subsection, the previous works related to vehicle
routing problem by using TS are presented. Garcia et al. (1994) intro-
duced a TS heuristic with exchanging the near arcs of the neighborhood
to solve vehicle routing problem with time windows. Badeau et al.
(1997) proposed a parallel TS for the vehicle routing problem with
time windows. Taillard et al. (1997) proposed a TS for vehicle routing
problem with soft time windows by adding a penalty value to the
objective function value when the soft time window constraints are
violated. Belhaiza et al. (2014) investigated a vehicle routing problem
with multiple time windows and introduced a new hybrid variable
neighborhood-TS heuristic and a minimum backward time slack algo-
rithm applicable to solve it by recording the minimum waiting time and
the minimum delay during the route generation and adjusts the arrival
and departure times backward. Martínez-Puras and Pacheco (2016)
investigated a TS based strategy for solving multi-objective period
VRP, and the experimental results demonstrated that the proposed
approach performed better than the classical NSGA-II (Non-dominated
Sorting Genetic Algorithm). Silvestrin and Ritt (2017) proposed a TS
embedded into an iterated local search to solve the multi-compartment
vehicle routing problem and found that it consistently produces better
solutions than existing heuristic algorithms. Lai et al. (2019a) proposed
an intensification-driven TS which can solve the minimum differential
dispersion problem. Shi et al. (2019) studied the home health care
routing and scheduling problem with considering uncertainties. In their
model, the robust optimization technique is employed to model the
problem, and a simple tabu search is proposed to solve the model.
According to Shi et al. (2019), the proposed tabu search showed a
better performance than the simple simulated annealing and genetic
algorithm.

The core characteristics of TS is the structure of the Tabu List (TL),
which depends on the structure of the neighborhood of the solution. In
Tabu search, neighborhood structure affects the convergence speed and
the solution quality. Hence, in this study, different types of neighbor-
hood structures are adopted, which includes 𝜆−interchange generation
mechanism, 𝑘−opt operation, relocate operation, insert operation, and
swap operation. Based on the neighborhood structures, two types of TL
are designed, which is the first time to be adopted in the TS algorithm
to solve the problem considered in this study.

Two-stage algorithms have been applied to solve many combina-
torial optimization problems, such as graph coloring, vehicle routing
7

problems, bin packing problem (Rodriguez-Tello et al., 2008; Fu and
Hao, 2015; Lai et al., 2018, 2019b; Wei and Hao, 2019), etc.

To sum up, we discover that, despite the critical applications of
VRPSPDTW, there are not sufficient heuristic algorithms that have been
developed for solving the classical benchmark instances of Wang and
Chen (2012). Especially, two-stage based algorithms have never been
performed to improve the solution quality. Additionally, even though
TS has been popularly used for solving VRP and its variants, it still
has the drawback of trapping into local optima. This work is the first
attempt to integrate two different structures of tabu lists for further
improving the searching ability of TS. What is more, we notice that the
objective function in Wang and Chen (2012) and Wang et al. (2015)
directly employed the objective function by joining the weighted TD
and NV. However, we observe that the searching direction of reducing
TD might not benefit from decreasing NV. Therefore, our work divides
the optimization of NV as an independent procedure, and the objective
function is a comparative feature of helping decreasing NV.

Our work contributes to the novelty of a learning-based two-stage
procedure for solving VRPSPDTW in the following aspects.

(1) We are the first to consider designing a learning-based two-stage
(VNS-BSTS) framework for solving the challenge instances of Wang and
Chen (2012).

(2) The VNS is evaluated by a learning-based objective function
rather than a commonly used single criterion, such as Wang and Chen
(2012) and Wang et al. (2015).

(3) Considering that the diversity tabu lists can help to overcome
local optima, we make the first effort to integrate multi-structure of TL
for improving the solution quality of searching.

3. Mathematical formulation

To help readers understand the problem considered in this study,
Fig. 1 provides an intuitive example. In this example, there are five
customers and two vehicles. Vehicle 1 starts from the depot with full
loaded cargoes and after servicing three customers it returns to the
depot with full loaded cargoes. Vehicle 2 starts from the depot with
un-full loaded cargoes and after servicing two customers it returns to
the depot with un-full loaded cargoes.

Before introducing the mathematical formulation of the considered
problem in this study, a list of assumptions are provided and the
notations, which are used in the proposed formulation, are listed.

Problem assumptions:

• The vehicles considered in this study are homogeneous; i.e., each
vehicle has an identical maximum speed, maximum operating
time, loading capacity, and empty vehicle weight.

• The total customer demand on any vehicle’s route cannot exceed
the vehicle capacity.

• There is only one depot.
• All the vehicles start from the depot and return to the depot.
• Each customer has a non-negative demand that must be within

the maximum vehicle capacity.
• Each customer can be visited only once by a single vehicle within

a given time window.
• Each customer has delivery and pickup demand simultaneously.
• The service time of each customer depends on the amount of

loading and unloading cargo to that customer.

The mathematical model is at Appendix B. We summarize two remarks
about this model.

Remark 1. Let 𝑛 be the number of customers, and 𝑉 be the cardinality
of vehicles. We can obtain that this model contains (𝑛+1)|𝑉 |+2𝑛+3|𝑉 |

variables and 2𝑛2+5𝑛|𝑉 |+2𝑛+6|𝑉 | constraints (Wang and Chen, 2012).
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Table 8
Comparison between the solutions obtained by the VNS-BSTS and BSTS for all the instances.

Instance BSTS VNS-BSTS Gap3 (VNS-BSTS VS p-SA)

NV TD NV TD CT NV TD(%) Is solution improved? Is solution non-worse? Is NV improved?

Rdp101 19 1652.71 19 1650.8 34.91 0 −0.12 1 1 0
Rdp102 18 1474.86 17 1486.12 31.6 −1 0.76 1 1 1
Rdp103 14 1213.62 13 1294.75 38.26 −1 6.68 1 1 1
Rdp104 10 990.97 10 984.81 65.48 0 −0.62 1 1 0
Rdp105 15 1364.18 14 1377.11 33.95 −1 0.95 1 1 1
Rdp106 12 1262.81 12 1261.4 43.65 0 −0.11 1 1 0
Rdp107 11 1083.4 10 1144.02 44.13 −1 5.60 1 1 1
Rdp108 10 957.57 9 968.32 67.67 −1 1.12 1 1 1
Rdp109 12 1158.58 12 1160.08 40.18 0 0.13 0 0 0
Rdp110 11 1108.57 11 1101.33 50.91 0 −0.65 1 1 0
Rdp111 11 1073.03 10 1117.76 46.72 −1 4.17 1 1 1
Rdp112 10 971.23 10 961.29 65.87 0 −1.02 1 1 0
Cdp101 11 980.63 11 976.04 60.29 0 −0.47 1 1 0
Cdp102 10 952.69 10 942.45 68.87 0 −1.07 1 1 0
Cdp103 11 887.78 10 896.28 95.4 −1 0.96 1 1 1
Cdp104 10 878.59 10 872.39 70.62 0 −0.71 1 1 0
Cdp105 11 983.1 10 1080.63 41.46 −1 9.92 1 1 1
Cdp106 11 878.29 10 963.45 57.3 −1 9.70 1 1 1
Cdp107 11 909.64 10 987.64 79.04 −1 8.57 1 1 1
Cdp108 10 942.74 10 934.41 79.24 0 −0.88 1 1 0
Cdp109 10 915.64 10 909.27 68.59 0 −0.70 1 1 0
RCdp101 15 1640.27 14 1708.21 32.04 −1 4.14 1 1 1
RCdp102 14 1484.11 13 1526.36 43.85 −1 2.85 1 1 1
RCdp103 12 1322.41 11 1336.05 46 −1 1.03 1 1 1
RCdp104 11 1181.06 10 1177.21 43.81 −1 −0.33 1 1 1
RCdp105 14 1590.13 14 1548.38 42.41 0 −2.63 1 1 0
RCdp106 13 1398.47 12 1408.19 47.52 −1 0.70 1 1 1
RCdp107 12 1278.19 11 1295.43 54.7 −1 1.35 1 1 1
RCdp108 11 1155.46 10 1207.6 51.23 −1 4.51 1 1 1
Rdp201 5 1189.51 4 1254.57 46.59 −1 5.47 1 1 1
Rdp202 4 1084.69 3 1202.27 119.56 −1 10.84 1 1 1
Rdp203 4 898.95 3 949.42 107.1 −1 5.61 1 1 1
Rdp204 3 755.2 2 837.13 129.22 −1 10.85 1 1 1
Rdp205 4 982.02 3 1027.49 79.63 −1 4.63 1 1 1
Rdp206 3 915.46 3 938.63 96.08 0 2.53 0 0 0
Rdp207 3 820.11 2 912.26 101.46 −1 11.24 1 1 1
Rdp208 3 712.9 2 737.26 173.85 −1 3.42 1 1 1
Rdp209 3 925.63 3 940.29 77 0 1.58 0 0 0
Rdp210 4 931.03 3 945.97 87.14 −1 1.60 1 1 1
Rdp211 3 771.25 3 805.22 82.25 0 4.40 0 0 0
Cdp201 3 591.56 3 591.56 53.42 0 0.00 0 1 0
Cdp202 3 591.56 3 591.56 70.56 0 0.00 0 1 0
Cdp203 3 591.17 3 591.17 56.26 0 0.00 0 1 0
Cdp204 3 593.93 3 599.33 50.34 0 0.91 0 0 0
Cdp205 3 588.88 3 588.88 50.98 0 0.00 0 1 0
Cdp206 3 588.49 3 588.49 49.15 0 0.00 0 1 0
Cdp207 3 588.29 3 588.29 50.58 0 0.00 0 1 0
Cdp208 3 588.32 3 588.32 49.61 0 0.00 0 1 0
RCdp201 5 1314.18 4 1437.48 32 −1 9.38 1 1 1
RCdp202 5 1122.1 3 1412.52 52 −2 25.88 1 1 1
RCdp203 3 1089.79 3 1064.95 74.56 0 −2.28 1 1 0
RCdp204 3 818.97 3 813.74 85.46 0 −0.64 1 1 0
RCdp205 5 1230.46 4 1316.06 33.28 −1 6.96 1 1 1
RCdp206 4 1082.28 3 1154.36 52.15 −1 6.66 1 1 1
RCdp207 4 1020.85 3 1117.04 60.77 −1 9.42 1 1 1
RCdp208 3 850.56 3 843.3 73.71 0 −0.85 1 1 0

Total better 44 51 30

∗ GapN𝑉 = N𝑉 VNS-BSTS − N𝑉 VNS-TSI, GapTD = T𝐷VNS-BSTS−T𝐷VNS-TSI
T𝐷VNS-TSI

∗ 100%.
‘‘1’’ = True, ‘‘0’’ = False.
o

t

t

4

Remark 2. VRPSPDTW can be viewed as a combination of VRPTW and
pickup and delivery problem. As been proved by the previous studies,
VRPTW is NP-hard problem (Solomon and Desrosiers, 1988). Hence,
the VRPSPDTW considered in this study is an NP-hard problem.

In order to make the results of our article comparable to the results
published by Wang and Chen (2012) and Wang et al. (2015), we define
the following relationship.

Definition 1. Let 𝑠1 and 𝑠2 be two solutions. Meanwhile, let 𝑁𝑉𝑠𝑖 (𝑖 =
1 or 2) be the number of vehicles of 𝑠 , and 𝑇𝐷 be the total distance of
𝑖 𝑠𝑖 e

8

𝑠𝑖. Now the lexicographic-based objective can express the relationship
f the solutions as follows.

(1) If 𝑁𝑉𝑠1 < 𝑁𝑉𝑠2 , then 𝑠1 dominates 𝑠2 regardless of the values of
otal distances.

(2) If 𝑁𝑉𝑠1 equals to 𝑁𝑉𝑠2 , and 𝑇𝐷𝑠1 < 𝑇𝐷𝑠2 , then 𝑠1 dominates 𝑠2.
(3) If 𝑁𝑉𝑠1 equals to 𝑁𝑉𝑠2 , and 𝑇𝐷𝑠1 equals to 𝑇𝐷𝑠2 , then 𝑠1 equals

o 𝑠2.

. A two-stage algorithm

Due to the hardness of the problem considered in this study itself,
xact algorithms including the branch and bound, branch and price
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Table 9
Comparison of the solutions obtained from the VNS-TS-I and VNS-BSTS for all the instances.

Instance VNS-TSI VNS-BSTS Gap3 (VNS-TSI VS VNSBSTS)

NV TD NV TD NV TD(%) Is solution improved? Is solution non-worse? Is NV improved?

Rdp101 19 1657.73 19 1650.8 34.91 0 −0.42 1 1 0
Rdp102 17 1491.8 17 1486.12 31.6 0 −0.38 1 1 0
Rdp103 14 1223.18 13 1294.75 38.26 −1 5.85 1 1 1
Rdp104 10 1007.63 10 984.81 65.48 0 −2.26 1 1 0
Rdp105 14 1403.69 14 1377.11 33.95 0 −1.89 1 1 0
Rdp106 12 1272.07 12 1261.4 43.65 0 −0.84 1 1 0
Rdp107 11 1106.08 10 1144.02 44.13 −1 3.43 1 1 1
Rdp108 10 969.26 9 968.32 67.67 −1 −0.10 1 1 1
Rdp109 11 1215.83 11 1224.86 40.18 0 0.74 0 0 0
Rdp110 11 1114.46 11 1101.33 50.91 0 −1.18 1 1 0
Rdp111 11 1080.51 10 1117.76 46.72 −1 3.45 1 1 1
Rdp112 10 988.73 10 961.29 65.87 0 −2.78 1 1 0
Cdp101 11 992.27 11 976.04 60.29 0 −1.64 1 1 0
Cdp102 10 960.86 10 942.45 68.87 0 −1.92 1 1 0
Cdp103 10 921.11 10 896.28 95.4 0 −2.70 1 1 0
Cdp104 10 878.19 10 872.39 70.62 0 −0.66 1 1 0
Cdp105 10 1109.83 10 1080.63 41.46 0 −2.63 1 1 0
Cdp106 10 977.66 10 963.45 57.3 0 −1.45 1 1 0
Cdp107 11 914.67 10 987.64 79.04 −1 7.98 1 1 1
Cdp108 10 956.53 10 934.41 79.24 0 −2.31 1 1 0
Cdp109 10 960.86 10 909.27 68.59 0 −5.37 1 1 0
RCdp101 15 1652.11 14 1708.21 32.04 −1 3.40 1 1 1
RCdp102 13 1520.68 13 1526.36 43.85 0 0.37 0 0 0
RCdp103 11 1310.11 11 1336.05 46 0 1.98 0 0 0
RCdp104 10 1242.34 10 1177.21 43.81 0 −5.24 1 1 0
RCdp105 14 1560.85 14 1548.38 42.41 0 −0.80 1 1 0
RCdp106 12 1420.79 12 1408.19 47.52 0 −0.89 1 1 0
RCdp107 11 1285.23 11 1295.43 54.7 0 0.79 0 0 0
RCdp108 11 1167.6 10 1207.6 51.23 −1 3.43 1 1 1
Rdp201 4 1303.47 4 1254.57 46.59 0 −3.75 1 1 0
Rdp202 3 1235.34 3 1202.27 119.56 0 −2.68 1 1 0
Rdp203 3 977.55 3 949.42 107.1 0 −2.88 1 1 0
Rdp204 3 776.1 2 837.13 129.22 −1 7.86 1 1 1
Rdp205 3 1064.67 3 1027.49 79.63 0 −3.49 1 1 0
Rdp206 3 951.98 3 938.63 96.08 0 −1.40 1 1 0
Rdp207 3 842.81 2 912.26 101.46 −1 8.24 1 1 1
Rdp208 2 746.03 2 737.26 173.85 0 −1.18 1 1 0
Rdp209 3 945.72 3 940.29 77 0 −0.57 1 1 0
Rdp210 3 974.55 3 945.97 87.14 0 −2.93 1 1 0
Rdp211 3 817.18 3 805.22 82.25 0 −1.46 1 1 0
Cdp201 3 591.56 3 591.56 53.42 0 0.00 0 1 0
Cdp202 3 591.56 3 591.56 70.56 0 0.00 0 1 0
Cdp203 3 591.17 3 591.17 56.26 0 0.00 0 1 0
Cdp204 3 599.63 3 599.33 50.34 0 −0.05 1 1 0
Cdp205 3 588.88 3 588.88 50.98 0 0.00 0 1 0
Cdp206 3 588.49 3 588.49 49.15 0 0.00 0 1 0
Cdp207 3 588.29 3 588.29 50.58 0 0.00 0 1 0
Cdp208 3 588.32 3 588.32 49.61 0 0.00 0 1 0
RCdp201 4 1470.91 4 1437.48 32 0 −2.27 1 1 0
RCdp202 4 1190.86 3 1412.52 52 −1 18.61 1 1 1
RCdp203 3 1111.63 3 1064.95 74.56 0 −4.20 1 1 0
RCdp204 3 820.76 3 813.74 85.46 0 −0.86 1 1 0
RCdp205 4 1386.51 4 1316.06 33.28 0 −5.08 1 1 0
RCdp206 3 1201 3 1154.36 52.15 0 −3.88 1 1 0
RCdp207 3 1098.31 3 1098.64 60.77 0 0.03 0 0 0
RCdp208 3 871.23 3 843.3 73.71 0 −3.21 1 1 0

Total better 44 51 10

∗ GapN𝑉 = N𝑉 VNS-BSTS − N𝑉 VNS-TSI, GapTD = T𝐷VNS-BSTS−T𝐷VNS-TSI
T𝐷VNS-TSI

∗ 100%.
‘‘1’’ = True, ‘‘0’’ = False.
(Subramanian et al., 2013) and cutting planes cannot obtain the opti-
mal solution in an acceptable time. In practical situations, the decision
makers need to make decisions as soon as possible when they receive
the order information from the customers. Hence, heuristic algorithms
need to be designed to solve VRPSPDTW. This section mainly presents
the detailed procedures of the two-stage heuristic algorithm, which
is also named as VNS-BSTS for convenience. First, the main scheme
of the VNS-BSTS is presented, then VNS and BSTS are introduced,
respectively.
9

4.1. Main scheme of the two-stage algorithm

Variable neighborhood search (VNS) (de Armas et al., 2015), ini-
tially proposed by Mladenović and Hansen (1997), is very easy to
implement and can be combined with any local search algorithm as a
subroutine easily. TS is a meta-heuristic search method employing local
search methods with the particular memory mechanism for mathemat-
ical optimization. It avoids the roundabout search through the local
neighborhood search mechanism and the corresponding taboo criteria,
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Fig. 6. The structure of tabu list of 𝑇𝐿2.

s well as aspiring some of the taboos’ excellent states through the aspi-
ation strategy. These strategies can improve the effective exploration
f diversity, and finally achieving global optimization.

Inspired by the previous study which shows that Tabu search algo-
ithm is very effective with large scale and real-time vehicle dispatching
roblems (Lou and Shi, 2005), in this study, we introduce an efficient
earning-based two-stage algorithm, composed by VNS and TS, for
olving the VRPSPDTW. The details of the proposed heuristics show
s follows.

As mentioned that NV is the primary objective function, however,
e find that TS has an excellent ability for decreasing TD but weakness
t optimizing NV. Focusing on the minimization of TD, sometimes make
t extremely difficult to find solutions with fewer routes, as this may
equire considerable degradation of the NV component of the objective
unction.

Therefore, in this study, we divide the solving processing into two
tages. In the first stage, a VNS is proposed to make an effort to
inimize the number of vehicles. In the second stage, a bi-structure

ased TS is designed to minimize the TD with the given number of
ssigned vehicles which was obtained in the first stage.

The overview of the proposed two-stage algorithm is shown in
ig. 2. A logistics company usually has limited resources including
apacity of warehouse and number of vehicles, which is the input data
hown in the left of Fig. 2(a). After the logistics received the service
equirement from the customers, the decision makers of the logistics
eed to make decisions including the number of assigned vehicles and
he routes for each assigned vehicle. Then the decision maker can ex-
cute the two-stage algorithm to obtain a solution. First, the two-stage
lgorithm uses the push forward insertion heuristic (PFIH) (Solomon,
987) to generate an initial solution. Next go to the first stage and apply
he proposed VNS to determine the number of assigned vehicles. Then
o to the second stage and execute the proposed TS-I and TS-II. After
inishing the second stage, check whether the maximum iteration is
atisfied or not. If the maximum iteration is not satisfied, go to the first
tage until it is satisfied. Otherwise, it returns the final best solution.

The detail of each component of the two-stage algorithm is de-
cribed in the remaining part of this section.

.1.1. Solution initialization
Solution initialization plays a significant role in heuristic algorithm.

n this study, we adopt the Push-Forward Insertion Heuristic (PFIH),
hich is a very efficient method to generate the initial solution for
10
VRPTW and was proposed by Solomon (1987). PFIH is a popular
and efficient method to generate a initial solution and it has been
used in different applications, such as home health care services (Shi
et al., 2019) Due to the PFIH without considering the simultaneous
pickup and delivery constraints, the insertion-based procedure pro-
posed by Chen and Wu (2006) is integrated into the PFIH in this
study.

4.2. The first stage

The foremost idea of the VNS is to employ multiple diverse neigh-
borhoods for the process of seeking better solutions (Davari et al., 2013;
Pacheco et al., 2018). First, the smallest neighborhood is employed to
gain a better solution. When this solution cannot be improved, switch
to a slightly larger neighborhood. If this neighborhood can continue to
enhance the solution, return to the smallest neighborhood, otherwise
continue to switch to a larger neighborhood. VNS has the charac-
teristic of easy coding, flexible structure, and effective performance.
VNS adopted in this study is motivated by its success in solving such
problems as coloring graphs (Johnson et al., 1991), where the goal is to
minimize the size of a game (for example, the number of colors), and
the overall simplicity of its implementation.

4.2.1. Learning-based evaluation function
The evaluation function is another fundamental aspect of the VNS.

As mentioned earlier, the objective function (1) is not always appro-
priate for minimizing the NV, as it may lead to a search for solutions
with a lower TD and the inability to reduce routes. This reveals that
minimizing the NV may not be on the same direction of reducing
the TD. Hence, to overcome these limitations, we need to explore
the properties of the solution including the number of routes, the
number of customers in a route and violated constraints (including
capacity constraints and time-window constraints) if we consider to
insert the customers in smallest route into other non-empty routes.
These properties have the potential to reduce the NV. Inspired by this,
we designed a more sophisticated dictionary ordering which orders the
properties to minimize the number of routes.

min 𝜎 ⋅
∑

𝑘∈𝑉

∑

𝑗∈𝐶
𝑥0𝑗𝑘 (1)

Then, we designed a learning-based lexicographic evaluation func-
tion 𝑒(⋅) (see Eq. (2)), which is one of the most significant contributions
of this subsection. Generally, 𝑒(⋅) minimizes the number of routes
(primary criterion in (2)), minimizes the minimum value on a used
route (secondary criterion in (2)), maximizes the squared sum of the
squares of the route sizes (third criterion in (2)), and minimizes violated
constraints if we consider inserting the customers in smallest route into
other non-empty routes (fourth criterion in (2)). The second criterion
was also used successfully in Wang et al. (2015), and the third criterion
was partly adopted in Bent and Van Hentenryck (2004).

Before describing the lexicographic evaluation function 𝑒(⋅), the
notations used in the lexicographic evaluation function are listed as
follows to help reader easily understand the 𝑒(⋅).

• s: a given feasible solution.
• |𝑠|: the total number of routes in the solution s.
• 𝑟𝑖(𝑠) = {𝑣𝑖,1, 𝑣𝑖,2,… , 𝑣𝑖,𝑒𝑛𝑑}: the scheduling plan in a solution 𝑠,

depot → 𝑣𝑖,1 → 𝑣𝑖,2 → ... → 𝑣𝑖,𝑒𝑛𝑑 → depot.
• |𝑟𝑖(𝑠)|: the number of customers on route 𝑟𝑖(𝑠).
• 𝑚𝑖𝑛_𝑟(𝑠): a route set with the minimum customers in all non-empty

routes of 𝑠.
• min1≤𝑖≤|𝑠| |𝑟𝑖(𝑠)|: the minimum number of customers for arbitrary

routes in the solution 𝑠.
• 𝑚𝑣𝑐(𝑠): the minimized violated constraint if we consider to insert

the customers in smallest route into other non-empty routes.

(see Eq. (3))
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• 𝑚𝑑𝑙(𝑖, 𝑗, 𝑚𝑖𝑛_𝑟(𝑠), 𝑠): the penalty value generated while 𝑖 ∈ 𝑚𝑖𝑛_𝑟(𝑠)
is inserted to the position 𝑗 of the solution 𝑠. (see Eq. (4))

• 𝑆′
𝑗𝑘: the new arrival time of customer j visited by vehicle k, if

𝑖 ∈ 𝑚𝑖𝑛_𝑟(𝑠) is inserted to the position 𝑗 of the solution 𝑠.
• 𝑙𝑜𝑎𝑑′𝑘: the total load of vehicle 𝑘, if 𝑖 ∈ 𝑚𝑖𝑛_𝑟(𝑠) is inserted to the

position 𝑗 of the solution 𝑠.

As shown in Eq. (2), we evaluate the solutions 𝑠 by considering four
sub-indicators: |𝑠|, min1≤𝑖≤|𝑠| |𝑟𝑖(𝑠)|, −

√

∑

1≤𝑖≤|𝑠| |𝑟𝑖(𝑠)|
2 and 𝑚𝑣𝑐(𝑠). The

mportance of the features are in descending order.

(𝑠) =
⎛

⎜

⎜

⎝

|𝑠|, min
1≤𝑖≤|𝑠|

|𝑟𝑖(𝑠)|,−
√

∑

1≤𝑖≤|𝑠|
|𝑟𝑖(𝑠)|

2, 𝑚𝑣𝑐(𝑠)
⎞

⎟

⎟

⎠

, (2)

where:

𝑚𝑣𝑐(𝑠) =
∑

𝑖∈𝑚𝑖𝑛_𝑟(𝑠)
𝑚𝑑𝑙(𝑖, 𝑚𝑖𝑛_𝑟(𝑠), 𝑠) (3)

and

𝑚𝑑𝑙(𝑖, 𝑚𝑖𝑛_𝑟(𝑠), 𝑠)

=

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

0
If node 𝑖 can be inserted
to another route by satisfying
all the constraints;

+∞ If all the insertions of 𝑖 violate
the capacity constraint;

min
𝑗∈C∖𝑚𝑖𝑛_𝑟(𝑠)

𝑚𝑑𝑙(𝑖, 𝑗, 𝑚𝑖𝑛_𝑟(𝑠), 𝑠) Otherwise.

(4)

in which,

𝑚𝑑𝑙(𝑖, 𝑗, 𝑟, 𝑠) =
∑

ℎ∈𝑠

∑

𝑘∈𝐾
max(𝑆′

𝑗𝑘 − 𝑏𝑗 , 0) +
∑

𝑘∈𝐾
𝑚𝑎𝑥(𝑙𝑜𝑎𝑑′𝑘 −𝑄, 0) (5)

This indicates that the algorithm prefers the solutions with many
customer routes and routes with fewer customers than solutions where
customers are more evenly distributed across the route. The intuition is
that the guiding algorithm removes customers from some small routes
11
and adds them to a larger route. This type of component is applied
in many algorithms, a typical example being graph coloring (Johnson
et al., 1991). The third component minimizes the minimum delay Rout-
ing plan. This concept is made up by Homberger and Gehring (1999) in
the context of evolutionary algorithms. It facilitates the solution where
customers on the smallest route can be repositioned on other routes
without violating constraints or time window violations as small as
possible. Minimizing the minimum latency is therefore beneficial to the
solution, and in solutions that are difficult to reposition, customers can
relocate more easily. More precisely, the minimum delay is defined as
Eq. (3).

As one may notice that the lexicographic evaluation function (2) is
quite complicated, and is not formulated by the commonly used objec-
tive function, like Wang and Chen (2012) and Wang et al. (2015). Now,
first we present each sub-indicators in Eqs. (6)–(9), then explain how
objective function (2) works by introducing if-then rules in Table 1.

𝑒1(𝑠) = |𝑠| (6)

𝑒2(𝑠) = min
1≤𝑖≤|𝑠|

|𝑟𝑖(𝑠)|, (7)

3(𝑠) = −
√

∑

1≤𝑖≤|𝑠|
|𝑟𝑖(𝑠)|

2, (8)

𝑒4(𝑠) = 𝑚𝑣𝑐(𝑠). (9)

.2.2. Neighborhood structure
To explore all the possible neighborhoods of a given solution, in this

tudy, different types of neighborhood generation methods are adopted,
nd the detail description of neighborhood generation methods are
resented as follows.

The neighborhood search operators include the relocate, insert,
wap, 2-opt operators. These operators can be applied inter-route or
ntra-route, which is defined as to move operations in this study. Relo-
ate operation: relocate a customer from the current position to another
osition in the current route or different route. 𝑘−opt operation: 𝑘−opt



Y.Shi,Y.Zhou,T.Boudouh
et
al.

Engineering
Applications

of
ArtificialIntelligence

95
(2020)

103901

Gap 2(VNS-BSTS VSBasic CoGA)∗∗

NV TD
(%)

Is solution
improved?

Is solution
non-worse?

Is NV im-
proved?

0 −0.17 1 1 0
0 −0.13 1 1 0
−1 6.46 1 1 1
0 −3.01 1 1 0
−1 0.13 1 1 1
−1 0.47 1 1 1
−1 5.15 1 1 1
−1 0.09 1 1 1
−1 5.59 1 1 1
−1 −1.40 1 1 1
−1 4.93 1 1 1
0 −1.31 1 1 0
0 −2.59 1 1 0
0 −1.97 1 1 0
0 −0.15 1 1 0
0 −0.74 1 1 0
−1 9.92 1 1 1
−1 9.70 1 1 1
−1 8.08 1 1 1
0 −1.77 1 1 0
0 −3.32 1 1 0
−1 3.35 1 1 1
−1 1.96 1 1 1
−1 −0.20 1 1 1
−1 −0.95 1 1 1
0 −2.08 1 1 0
−1 −1.03 1 1 1
−1 1.04 1 1 1
−1 2.77 1 1 1

29 29 18

12
Table D.10
Experimental results compare with Wang and Chen (2012) for the instances with category Rdp1XX, Cdp1XX and RCdp1XX.

Instance ID Basic GA (Wang and Chen, 2012) CoGA (Wang and Chen, 2012) VNS-BSTS Gap 1(VNS-BSTS VS Basic GA)∗∗

NV TD NV TD NV TD CT NV TD (%) Is solution
improved?

is solution
non-worse?

is NV im-
proved?

Rdp101 19 1656.68 19 1653.53 19 1650.8 34.91 0 −0.35 1 1 0
Rdp102 18 1474.93 17 1488.04 17 1486.12 31.6 −1 0.76 1 1 1
Rdp103 14 1217.6 14 1216.16 13 1294.75 38.26 −1 6.34 1 1 1
Rdp104 10 1029.38 10 1015.41 10 984.81 65.48 0 −4.33 1 1 0
Rdp105 15 1391.29 15 1375.31 14 1377.11 33.95 −1 −1.02 1 1 1
Rdp106 13 1258.82 13 1255.48 12 1261.4 43.65 −1 0.20 1 1 1
Rdp107 11 1091.89 11 1087.95 10 1144.02 44.13 −1 4.77 1 1 1
Rdp108 10 988.91 10 967.49 9 968.32 67.67 −1 −2.08 1 1 1
Rdp109 12 1248.35 12 1160.00 11 1224.86 40.18 −1 −1.88 1 1 1
Rdp110 12 1157.78 12 1116.99 11 1101.33 50.91 −1 −4.88 1 1 1
Rdp111 11 1084.27 11 1065.27 10 1117.76 46.72 −1 3.09 1 1 1
Rdp112 10 998.08 10 974.03 10 961.29 65.87 0 −3.69 1 1 0
Cdp101 11 1001.97 11 1001.97 11 976.04 60.29 0 −2.59 1 1 0
Cdp102 10 1030.68 10 961.38 10 942.45 68.87 0 −8.56 1 1 0
Cdp103 10 905.71 10 897.65 10 896.28 95.4 0 −1.04 1 1 0
Cdp104 10 889.3 10 878.93 10 872.39 70.62 0 −1.90 1 1 0
Cdp105 11 983.1 11 983.10 10 1080.63 41.46 −1 9.92 1 1 1
Cdp106 11 878.29 11 878.29 10 963.45 57.3 −1 9.70 1 1 1
Cdp107 11 913.81 11 913.81 10 987.64 79.04 −1 8.08 1 1 1
Cdp108 11 922.59 10 951.24 10 934.41 79.24 −1 1.28 1 1 1
Cdp109 10 938.1 10 940.49 10 909.27 68.59 0 −3.07 1 1 0
RCdp101 15 1665.2 15 1652.90 14 1708.21 32.04 −1 2.58 1 1 1
RCdp102 14 1516.34 14 1497.05 13 1526.36 43.85 −1 0.66 1 1 1
RCdp103 13 1370.7 12 1338.76 11 1336.05 46 −2 −2.53 1 1 1
RCdp104 11 1198.99 11 1188.49 10 1177.21 43.81 −1 −1.82 1 1 1
RCdp105 15 1561.01 14 1581.26 14 1548.38 42.41 −1 −0.81 1 1 1
RCdp106 14 1453.34 13 1422.87 12 1408.19 47.52 −2 −3.11 1 1 1
RCdp107 12 1301.58 12 1282.10 11 1295.43 54.7 −1 −0.47 1 1 1
RCdp108 11 1195.39 11 1175.04 10 1207.6 51.23 −1 1.02 1 1 1
Total 29 29 21

∗ Gap1N𝑉 = N𝑉 VNS-BSTS − N𝑉 GA, Gap1TD = T𝐷VNS-BSTS−T𝐷GA
T𝐷GA

∗ 100%.
∗∗ Gap2N𝑉 = N𝑉 VNS-BSTS − N𝑉 CoGA, Gap2TD = T𝐷VNS-BSTS−T𝐷CoGA

T𝐷CoGA
∗ 100%.

† ‘‘1’’ = True, ‘‘0’’ = False.
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Gap 2( VNS-BSTS VSBasic CoGA)∗∗

- NV TD
(%)

Is solution
improved?

Is solution
non-worse?

Is NV im-
proved?

0 −2.02 1 1 0
−1 9.21 1 1 1
0 −0.14 1 1 0
−1 7.98 1 1 1
0 −3.47 1 1 0
0 −2.36 1 1 0
−1 9.25 1 1 1
−1 2.61 1 1 1
0 1.08 0 0 0
0 −3.84 1 1 0
0 −4.10 1 1 0
0 0.00 0 1 0
0 0.00 0 1 0
0 0.00 0 1 0
0 1.48 0 0 0
0 0.00 0 1 0
0 0.00 0 1 0
0 0.00 0 1 0
0 0.00 0 1 0
0 −9.47 1 1 0
−1 16.63 1 1 1
−1 10.40 1 1 1
0 −1.01 1 1 0
0 −6.67 1 1 0
0 −1.91 1 1 0
−1 5.99 1 1 1
0 −4.01 1 1 0

18 25 7

13
Table D.11
Experimental results compare with Wang and Chen (2012) for the instances with category Rdp2XX, Cdp2XX and RCdp2XX.

Instance ID Basic GA (Wang and Chen, 2012) CoGA (Wang and Chen, 2012) VNS-BSTS Gap 1( VNS-BSTS VS Basic GA)∗

NV TD NV TD NV TD CT(s) NV TD (%) Is solution
improved?

is solution
non-worse?

is NV im
proved?

Rdp201 4 1299.17 4 1280.44 4 1254.57 46.59 0 −3.43 1 1 0
Rdp202 4 1121.88 4 1100.92 3 1202.27 119.56 −1 7.17 1 1 1
Rdp203 3 1031.02 3 950.79 3 949.42 107.1 0 −7.91 1 1 0
Rdp204 3 774.75 3 775.23 2 837.13 129.22 −1 8.05 1 1 1
Rdp205 4 998.8 3 1064.43 3 1027.49 79.63 −1 2.87 1 1 1
Rdp206 3 992.14 3 961.32 3 938.63 96.08 0 −5.39 1 1 0
Rdp207 3 868.59 3 835.01 2 912.26 101.46 −1 5.03 1 1 1
Rdp208 3 732 3 718.51 2 737.26 173.85 −1 0.72 1 1 1
Rdp209 4 894.45 3 930.26 3 940.29 77 −1 5.12 1 1 1
Rdp210 3 1037.2 3 983.75 3 945.97 87.14 0 −8.80 1 1 0
Rdp211 3 827.17 3 839.61 3 805.22 82.25 0 −2.65 1 1 0
Cdp201 3 591.56 3 591.56 3 591.56 53.42 0 0.00 0 1 0
Cdp202 3 591.56 3 591.56 3 591.56 70.56 0 0.00 0 1 0
Cdp203 3 591.17 3 591.17 3 591.17 56.26 0 0.00 0 1 0
Cdp204 3 590.6 3 590.60 3 599.33 50.34 0 1.48 0 0 0
Cdp205 3 588.88 3 588.88 3 588.88 50.98 0 0.00 0 1 0
Cdp206 3 588.49 3 588.49 3 588.49 49.15 0 0.00 0 1 0
Cdp207 3 588.29 3 588.29 3 588.29 50.58 0 0.00 0 1 0
Cdp208 3 588.32 3 588.32 3 588.32 49.61 0 0.00 0 1 0
RCdp201 5 1376.98 4 1587.92 4 1437.48 32 −1 4.39 1 1 1
RCdp202 4 1210.75 4 1211.12 3 1412.52 52 −1 16.66 1 1 1
RCdp203 4 971.11 4 964.65 3 1064.95 74.56 −1 9.66 1 1 1
RCdp204 3 857.23 3 822.02 3 813.74 85.46 0 −5.07 1 1 0
RCdp205 5 1302.51 4 1410.18 4 1316.06 33.28 −1 1.04 1 1 1
RCdp206 4 1167.52 3 1176.85 3 1154.36 52.15 −1 −1.13 1 1 1
RCdp207 4 1058.86 4 1036.59 3 1098.64 60.77 −1 3.76 1 1 1
RCdp208 3 908.08 3 878.57 3 843.3 73.71 0 −7.13 1 1 0
Total 19 26 12

∗ Gap1N𝑉 = N𝑉 VNS-BSTS − N𝑉 GA, Gap1TD = T𝐷VNS-BSTS−T𝐷GA
T𝐷GA

∗ 100%.
∗∗ Gap2N𝑉 = N𝑉 VNS-BSTS − N𝑉 CoGA, Gap2TD = T𝐷VNS-BSTS−T𝐷CoGA

T𝐷CoGA
∗ 100%.

† ‘‘1’’ = True, ‘‘0’’ = False.
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is a local search algorithm which is widely used in traveling salesman
problem and vehicle routing problem. In this study, 𝑘 set equal to 2.
Swap operation: swap the position of two customers in the same route
or different routes. Fig. 3 shows an example of the neighborhood of a
given solution by using relocate operation, 2−opt operation, and swap
peration. In this example, there are nine customers and two vehicles.

.2.3. The pseudo code of VNS
The detailed procedures of VNS are given in Algorithm 1. The VNS

lso starts from an initial solution 𝑠0. In line 2, we initialize the best
olution as 𝑠0, and set the parameters for the algorithm. Lines 3–17 give
etailed procedures for improving the best solution 𝑠𝑏. The procedure
n line 6 illustrates the switching of neighborhood structure. Line 7
resents the strategy of generating new solutions. VNS terminates when
t reaches the stopping criterion: the best solution has non-improvement
or specific iterations. Finally, the algorithm returns the best solution.

Algorithm 1: The pseudo code of VNS
1 Input: initial solution 𝑠0 and neighborhood 𝑁𝑘, 𝑘 = 1, 2,… , 𝑘𝑚𝑎𝑥
2 𝑠𝑏 ← 𝑠0; ⊳ 𝑠𝑏 denote the current best solution
3 while stopping conditions are not met do
4 𝑘 ← 1 ;
5 while 𝑘 ≤ 𝑘max do
6 𝑠′ ← 𝑆ℎ𝑎𝑘𝑖𝑛𝑔(𝑁𝑘(𝑠𝑏)); ⊳ Randomly select a solution from

𝑘𝑡ℎ neighborhood of 𝑠𝑏
7 𝑠′′ ← 𝐿𝑜𝑐𝑎𝑙𝑆𝑒𝑎𝑟𝑐ℎ(𝑠′); ⊳ 𝑠′′ is a local optima obtained by

local search
8 ⊳ Use the if-then rules in Table 1
9 if e(𝑠′′) < 𝑒(𝑠𝑏) then
10 ⊳ 𝑒(⋅) is computed by Eq. (2)
11 𝑠𝑏 ← 𝑠′′; ⊳ update the current best solution
12 𝑘 ← 1; ⊳ Reset neighborhood size
13 else
14 𝑘 ← 𝑘 + 1; ⊳ Enlarge the neighborhood size
15 end
16 end
17 end
18 Return: 𝑠𝑏.

4.3. The second stage

TS begins from an initialized solution and moves to a new solution
from the neighborhoods of the current solution. The move operation is
added to the tabu list (TL), and the current solution moves iteratively
until some stopping criterion has been satisfied. The move operations
recorded in the TL cannot be revisited until it reaches the expiration
rules. Hence, in TS, the key characteristic is the TL, which is designed
based on the neighborhood structure. The objective function of TS
shows in Eq. (10).

min
∑

𝑘∈𝑉

∑

𝑖∈𝑁

∑

𝑗∈𝑁
𝑐𝑖𝑗𝑥𝑖𝑗𝑘 (10)

4.3.1. Neighborhood structures
𝜆−interchange generation mechanism which was introduced by Os-

man (1993), is a method to generate neighborhood of a given solution
𝑆. A 𝜆−interchange between a pair of route (𝑟𝑝, 𝑟𝑞) is an exchange of a
subset of visited customers from the route 𝑟𝑝 with a subset of visited
customers for the route 𝑟𝑞 and the number of exchanged customers
should be less than 𝜆. Let 𝑣𝑝 ⊆ 𝑉𝑝 denotes a subset, where 𝑉𝑝 is the set
of all the visited customers in route 𝑟𝑝 and |𝑣𝑝| ≤ 𝜆. Let 𝑣𝑞 ⊆ 𝑉𝑞 denotes
a subset, where 𝑉𝑞 is the set of all the visited customers in route 𝑟𝑞 and
|𝑣 | ≤ 𝜆. The new generated routes can be denoted 𝑟∗ = (𝑉 −𝑣 )∪𝑣 and
𝑞 𝑝 𝑝 𝑝 𝑞

14
𝑟∗𝑞 = (𝑉𝑞 − 𝑣𝑞) ∪ 𝑣𝑝 by using the 𝜆−interchange generation mechanism,
respectively.

In this study, let couples (𝜆1, 𝜆2) indicate the 𝜆 in route 1 and 2
ith 𝜆 = 2 and 𝜆1 ≤ 𝜆, 𝜆2 ≤ 𝜆, respectively. Then all the possible

combination of (𝜆1, 𝜆2) are listed: (0,1), (0,2), (1,1), (1,2), (2,1), (2,2).
Fig. 4 shows an example of 𝜆−interchange generation mechanism with
𝜆 = 2 by using the solution in Fig. 3(a) as an initial solution.

4.3.2. Route refinement
When executing neighborhood search for a given solution 𝑠𝑐𝑢𝑟𝑟𝑒𝑛𝑡,

the following rules are adopted. (1) All the above-defined neighborhood
structures are adopted for 𝑠𝑐𝑢𝑟𝑟𝑒𝑛𝑡. (2) All the possible combinations of
ach type of the above-defined neighborhood structures are explored.
3) Only feasible neighborhood solutions are considered. To further
inimize the TD after finishing the neighborhood search, in this study,
-opt and 3-opt operators are applied to each route.

.3.3. The structure of tabu list
TL records the move operations which generate neighborhood solu-

ions for the Tabu search to avoid cycling. Since different types of move
perations have different structures, hence different TL data structures
eed to be designed to save the move operations. In this study, the
ove operations are summarized as two different categories: the moved

ustomers are located on different routes; the moved customers are
ocated on the same route. The structure of the two different TL
s defined as 𝑇𝐿1 and 𝑇𝐿2, respectively. 𝑇𝐿1 represents the moved
ustomers located on different routes.

Let us assume that the total number of customers is 𝑛 and the total
umber of vehicles is 𝑘. Then the Tabu list 𝑇𝐿1 can be represented by
𝑛 × 𝑘 matrix. The element 𝑇𝐿1(𝑖, 𝑗) of matrix denotes the forbidden

imes of movement for inserting customer 𝑖 to vehicle 𝑗. Fig. 5 shows
he structure of Tabu list of 𝑇𝐿1. The Tabu List 𝑇𝐿2 is defined for the
oved customers located in same route, which can be represented by
three-dimensional array with the size of (𝑛 + 2) × (𝑛 + 2) × (𝑛 + 2), in
hich 𝑛 is the number of the customers. For each dimension, 2 extra

lements are need to represent the depot. The 𝑇𝐿2 mainly gives the
nformation on some forbidden moves, which considers the right-side
nd the left-side of the customer. Fig. 6 shows the structure of the tabu
ist of 𝑇𝐿2.

In this study, two different types of attributive memories are
dopted for 𝑇𝐿1 and 𝑇𝐿2, which includes the regency-based memory
nd frequency-based memory. Here, we give two examples for the
egency-based memory and frequency-based memory. Let assume that
= 9 and 𝑘 = 2. Table 2 shows an example of the regency-based
emory for 𝑇𝐿1. The value of an element for the regency-based
emory can be a positive, negative integer or zero.

Table 3 shows an example of the frequency-based memory for 𝑇𝐿1.
he value of an element for the frequency-based memory must be a
ositive integer or zero.

Analogously, 𝑇𝐿2 also adapts regency-based memory and
requency-based memory. Here gives an example for the regency-based
emory. 𝑇𝐿2(3, 2, 4) = 5 means that the movement of resulting 3 → 2 →
will not be allowed in the following five iterations unless it encounters

he criterion of aspirations. Once a movement is performed, the Tabu
alues 𝑇𝐿2 = 𝑇𝐿2 − 1, and the new movement information will be
dded to the Tabu list.

.3.4. Intensification and diversification
As mentioned in the above description of designing TL, the

requency-based memory is adopted in this study, which corresponds
o the long term memory. In this subsection, intensification and di-
ersification are studied for the frequency-based memory, which are
wo important criteria which affect the convergence speed and solution
uality of Tabu search. As we have pointed out, the NV is a very
ifficult objective value to be optimized. So, in the intensification
tage, we will try to decrease the NV without considering the tabu list
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and change TD, because the decreasing of the NV could not lead to
the circling of the solutions. The intensification will be conducted in
every 10 iterations. To escape from poor local minima, a frequency-
based diversification technique was proposed by penalizing the high
frequency of used moves. The frequency list is established for recording
the frequency of the used moves.

Let 𝑠 be a solution candidate generated from 𝑠𝑐𝑢𝑟𝑟𝑒𝑛𝑡. Set 𝑃 represents
the available moves excluding the forbidden ones. 𝑝′ indicates the
moves from 𝑠𝑐𝑢𝑟𝑟𝑒𝑛𝑡 to 𝑠. 𝑔(𝑠𝑐𝑢𝑟𝑟𝑒𝑛𝑡, 𝑝′) is used to calculate the frequency of
the movement from 𝐹𝐿1. 𝜆 is the value of current iterations. 𝛼 ∈ [0, 1] is
a random number. Consider that the current solution is a local optimum
whose objective value is 𝑓 . We choose the best move according to the

odified objective function 𝑓 ′ from Eq. (11).
′(𝑠) = 𝑓 (𝑠)(1 + 𝛼

∑

𝑝′∈𝑃
𝑔(𝑠𝑐𝑢𝑟𝑟𝑒𝑛𝑡, 𝑝′)∕𝜆), (11)

.3.5. Aspiration criterion
If the current move operation is recorded in the Tabu list, and the

ove operation yields a better solution than the current best solution,
hen an aspiration criterion is triggered to accept the current move
peration. We should note that the decreasing of NV is also in the
ituation of taking aspiration criterion since this means a better solution
s obtained than the current best solution.

.4. Post-optimization

A post-optimization is performed after finishing the tabu search.
ue to the tabu list, the final solution, especially intra-route, may not
e optimal if we ignore the post-optimization stage. In our two-stage
lgorithm, we have employed the Generalized Insertion Procedure
GENI), which was originally proposed by Gendreau et al. (1992). GENI
an be seen as an iterative insertion heuristic method. Each new vertex
is inserted between two vertices 𝑖 and 𝑗 that are not necessarily

onsecutive in the current tour. However, after insertion, both 𝑖 and
will be adjacent. GENI can be implemented by two different types.
he difference between them is the method of generating a path after

nsertion. Type 1 is to call 3-opt to generate the final path, while type
is to execute 4-opt to generate the final routes. In our work, we used

he type 1.

.5. The pseudo code of TS

The stopping criterion for tabu search is that it stops after the best
olutions 𝑠⋆ has failed to improve after 𝜇 time iterations. Due to the
wo types of tabu lists, in this study, two tabu search named as TS-I
nd TS-II are proposed. The parameters for TS-I and TS-II are defined
s 𝑇𝐿 = 𝑇𝐿1, 𝐹𝐿 = 𝐹𝐿1, 𝐿 = 𝐿1, 𝑇𝐿 = 𝑇𝐿2, 𝐹𝐿 = 𝐹𝐿2, and 𝐿 = 𝐿2.

The detailed description of TS is depicted in Algorithm 2.

5. Experimental results

In this section, the proposed two-stage algorithm (VNS-BSTS) is
evaluated by conducting extensive computational experiments based
on benchmark instances and the state-of-the-art results in the liter-
ature. The proposed two-stage algorithm is implemented by JAVA
programming language.

This section first describes the benchmark instances, then reports
the testing results on the small-scale instances, which owns 10, and
25 and 50 customers. After that, the comparison between the solutions
obtained by the two-stage algorithm, GA proposed by Wang and Chen
(2012), and p-SA introduced by Wang et al. (2015) are carried out to
show their performance. Last, but not least, we empirically analyze the
main component of the two-stage algorithm to check their role played
in the optimization process.
15
Algorithm 2: The pseudo code of the proposed TS
1 Input: current best solution 𝑠∗, current solution 𝑠𝑐𝑢𝑟𝑟𝑒𝑛𝑡, tabu list
𝑇𝐿, frequency list 𝐹𝐿, tabu length 𝐿, and the parameter of
termination criterion.

2 while Stopping criterion is unsatisfied do
3 𝑁(𝑠𝑐𝑢𝑟𝑟𝑒𝑛𝑡) ←

(

𝑁(𝑠𝑐𝑢𝑟𝑟𝑒𝑛𝑡)∖𝑓𝑜𝑟𝑏𝑖𝑑𝑑𝑒𝑛_𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑠
)

∪ 𝑎𝑠𝑝𝑖𝑟𝑎𝑡𝑒𝑑_𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑠;
4 ⊳ 𝑁(𝑠𝑐𝑢𝑟𝑟𝑒𝑛𝑡) denotes the neighborhood solutions of 𝑠𝑐𝑢𝑟𝑟𝑒𝑛𝑡.
5 ⊳ remove the forbidden solutions and add the aspirated

solutions.
6 Find the best solution 𝑠𝑛𝑒𝑤 ∈ 𝑁(𝑠𝑐𝑢𝑟𝑟𝑒𝑛𝑡);
7 if 𝑓 (𝑠𝑛𝑒𝑤) < 𝑓 (𝑠⋆) then
8 𝑠∗ ← 𝑠𝑛𝑒𝑤; ⊳ 𝑠𝑛𝑒𝑤 is accepted by aspiration criterion.
9 end
10 𝑠𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ← 𝑠𝑛𝑒𝑤; ⊳ Replace the current solution with a

neighborhood solution.
11 Update the tabu list 𝑇𝐿;
12 Update the frequency list 𝐹𝐿.
13 end
14 𝑠⋆ ← 𝑝𝑜𝑠𝑡𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛(𝑠⋆). ⊳ The best solution is further

improved by the post-optimization operators introduced at 4.4.
15 Return: 𝑠∗.

5.1. Benchmark instances

The benchmark instances, originally introduced by Wang and Chen
(2012), are popular and widely used in the previous research related to
simultaneous delivery and pickup problem with time window. Conse-
quently, we also test our proposed two-stage algorithm by solving the
benchmark instances of Wang and Chen (2012). These instances can
be categorized as 3 types, namely ‘‘ Rdp’’, ‘‘Cdp’’, ‘‘RCdp’’. The detail
of the instance naming rules shows in Fig. C.7. All the instances have
100 customers. Wang and Chen (2012) provide geographical positions
for every customer and the number of products to be picked up and
delivered for each customer, as well as their time windows.

5.2. Parameter settings

Prior to performing the experiments, several trials were undertaken
to adjust the algorithm parameters to ensure convergence and speed
and to achieve high-quality solutions with reasonable computing time.
The parameter settings can be viewed in Table 4.

5.3. Computational results and comparison

To evaluate the efficiency of the two-stage algorithm, we per-
form a comparison between the solutions obtained by a basic genetic
algorithm (BGA) (Wang and Chen, 2012), a co-evolution genetic algo-
rithm (CoGA) (Wang and Chen, 2012), a parallel simulated annealing
(p-SA) (Wang et al., 2015) , an Efficient Tabu Search based Pro-
cedure (ESTP) (Shi et al., 2018a), an adaptive large neighborhood
search (ALNS) (Hof and Schneider, 2019; Hof, 2019) and our proposed
two-stage algorithm.

5.3.1. Experimental results for instances with small size
The exact solution can be used to evaluate the accuracy of the pro-

posed two-stage algorithm. Wang and Chen (2012) employed the pow-
erful commercial mathematical programming software CPLEX Solver to
find the optimal solutions for the small-scale instances. Table 5 reports
the comparison among the best results obtained by CPLEX (Wang and
Chen, 2012), CoGA, p-SA and the proposed two-stage algorithm.

As we can see in Table 5, the first column indicates the ID and size
of the instances.‘‘RCdp’’ refers to the fact that the customer locations
are a mix of uniformly random (R) and clustered (C) positions. The
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Table D.12
Comparison with the experimental results with Wang et al. (2015) for all the instances.

Instance ID P-SA (Wang et al., 2015) VNS-BSTS Gap3 (VNS-BSTS VS p-SA)∗

NV TD NV TD CT NV TD(%) Is solution improved? Is solution non-worse? Is NV improved?

Rdp101 19 1660.98 19 1650.8 34.91 0 −0.61 1 1 0
Rdp102 17 1491.75 17 1486.12 31.6 0 −0.38 1 1 0
Rdp103 14 1226.77 13 1294.75 38.26 −1 5.54 1 1 1
Rdp104 10 1000.65 10 984.81 65.48 0 −1.58 1 1 0
Rdp105 14 1399.81 14 1377.11 33.95 0 −1.62 1 1 0
Rdp106 12 1275.69 12 1261.4 43.65 0 −1.12 1 1 0
Rdp107 11 1082.92 10 1144.02 44.13 −1 5.64 1 1 1
Rdp108 10 962.48 9 968.32 67.67 −1 0.61 1 1 1
Rdp109 12 1181.92 11 1224.86 40.18 −1 3.63 1 1 1
Rdp110 11 1106.52 11 1101.33 50.91 0 −0.47 1 1 0
Rdp111 11 1073.62 10 1117.76 46.72 −1 4.11 1 1 1
Rdp112 10 966.06 10 961.29 65.87 0 −0.49 1 1 0
Cdp101 11 992.88 11 976.04 60.29 0 −1.70 1 1 0
Cdp102 10 955.31 10 942.45 68.87 0 −1.35 1 1 0
Cdp103 10 958.66 10 896.28 95.4 0 −6.51 1 1 0
Cdp104 10 944.73 10 872.39 70.62 0 −7.66 1 1 0
Cdp105 11 989.86 10 1080.63 41.46 −1 9.17 1 1 1
Cdp106 11 878.29 10 963.45 57.3 −1 9.70 1 1 1
Cdp107 11 911.90 10 987.64 79.04 −1 8.31 1 1 1
Cdp108 10 1063.73 10 934.41 79.24 0 −12.16 1 1 0
Cdp109 10 947.90 10 909.27 68.59 0 −4.08 1 1 0
RCdp101 15 1659.59 14 1708.21 32.04 −1 2.93 1 1 1
RCdp102 13 1522.76 13 1526.36 43.85 0 0.24 0 0 0
RCdp103 11 1344.62 11 1336.05 46 0 −0.64 1 1 0
RCdp104 10 1268.43 10 1177.21 43.81 0 −7.19 1 1 0
RCdp105 14 1581.54 14 1548.38 42.41 0 −2.10 1 1 0
RCdp106 13 1418.16 12 1408.19 47.52 −1 −0.70 1 1 1
RCdp107 11 1360.17 11 1295.43 54.7 0 −4.76 1 1 0
RCdp108 11 1169.57 10 1207.6 51.23 −1 3.25 1 1 1
Rdp201 4 1286.55 4 1254.57 46.59 0 −2.49 1 1 0
Rdp202 4 1150.31 3 1202.27 119.56 −1 4.52 1 1 1
Rdp203 3 997.84 3 949.42 107.1 0 −4.85 1 1 0
Rdp204 2 848.01 2 837.13 129.22 0 −1.28 1 1 0
Rdp205 3 1046.06 3 1027.49 79.63 0 −1.78 1 1 0
Rdp206 3 959.94 3 938.63 96.08 0 −2.22 1 1 0
Rdp207 2 899.82 2 912.26 101.46 0 1.38 0 0 0
Rdp208 2 739.06 2 737.26 173.85 0 −0.24 1 1 0
Rdp209 3 947.80 3 940.29 77 0 −0.79 1 1 0
Rdp210 3 1005.11 3 945.97 87.14 0 −5.88 1 1 0
Rdp211 3 812.44 3 805.22 82.25 0 −0.89 1 1 0
Cdp201 3 591.56 3 591.56 53.42 0 0.00 0 1 0
Cdp202 3 591.56 3 591.56 70.56 0 0.00 0 1 0
Cdp203 3 591.17 3 591.17 56.26 0 0.00 0 1 0
Cdp204 3 594.07 3 599.33 50.34 0 0.89 0 0 0
Cdp205 3 588.88 3 588.88 50.98 0 0.00 0 1 0
Cdp206 3 588.49 3 588.49 49.15 0 0.00 0 1 0
Cdp207 3 588.29 3 588.29 50.58 0 0.00 0 1 0
Cdp208 3 599.32 3 588.32 49.61 0 −1.84 1 1 0
RCdp201 4 1513.72 4 1437.48 32 0 −5.04 1 1 0
RCdp202 4 1273.26 3 1412.52 52 −1 10.94 1 1 1
RCdp203 3 1123.58 3 1064.95 74.56 0 −5.22 1 1 0
RCdp204 3 897.14 3 813.74 85.46 0 −9.30 1 1 0
RCdp205 4 1371.08 4 1316.06 33.28 0 −4.01 1 1 0
RCdp206 3 1166.88 3 1154.36 52.15 0 −1.07 1 1 0
RCdp207 3 1089.85 3 1098.64 60.77 0 0.81 0 0 0
RCdp208 3 862.89 3 843.3 73.71 0 −2.27 1 1 0
Total better 46 52 13

∗ GapN𝑉 = N𝑉 VNS-BSTS − N𝑉 p-SA, GapTD = T𝐷VNS-BSTS−T𝐷p-SA

T𝐷p-SA
∗ 100%.

‘‘1’’ = True, ‘‘0’’ = False.
four digit numbers that follow ‘‘RCdp’’ is the data set number, and the
number that follows the slash denotes the number of customers. The
instances used in Table 5 contain 10, 25 and 50 customers. For each
instance in the solving approach, we have given the results of NV, TD
and computational time. The last column of this table shows the gaps
between our algorithm and the proposed CoGA. We find that VNS-BSTS
can reach an excellent performance when solving small-size instances
because all the gap values are 0.

5.3.2. Experimental results for instances with medium size
Wang and Chen (2012) originally proposed the instances with

medium size, including 100 customers in each instance. In this work,
16
they designed the basic GA and CoGA to solve the instances and
provided the best solutions they obtained. After that, Wang et al. (2015)
proposed a parallel Simulated Annealing for solving the instances
of Wang and Chen (2012). Compared with CoGA, the given p-SA
algorithm achieved better NV solutions for 12 instances and the same
NV solutions for the remaining 44 instances. For the 44 instances
with the same NV solutions, a secondary objective, TD, the p-SA gave
better solutions than the GA for 16 instances and equal solutions for
7 instances. Additionally, Shi et al. (2018a) proposed the tabu search
based heuristics in a conference paper; however, they only tested
several instances and reported the results.
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Table D.13
Comparison with the experimental results with Shi et al. (2018a) for part of the instances.

Instance ID ESTP (Shi et al., 2018a) VNS-BSTS Gap3 (VNS-TSII VS VNS-BSTS)∗

NV TD NV TD NV TD(%) Is solution improved? Is solution non-worse? Is NV improved?

Rdp201 4 1268.5219 4 1254.57 46.59 0 −1.10 1 1 0
Rdp202 4 1099.6076 3 1202.27 119.56 −1 9.34 1 1 1
Rdp203 3 981.4787 3 949.42 107.1 0 −3.27 1 1 0
Rdp204 3 775.9343 2 837.13 129.22 −1 7.89 1 1 1
Rdp205 3 1045.1245 3 1027.49 79.63 0 −1.69 1 1 0
Rdp206 3 973.4375 3 938.63 96.08 0 −3.58 1 1 0
Rdp207 3 841.2407 2 912.26 101.46 −1 8.44 1 1 1
Rdp208 2 740.8216 2 737.26 173.85 0 −0.48 1 1 0
Rdp209 3 999.063 3 940.29 77 0 −5.88 1 1 0
Rdp210 3 964.59 3 945.97 87.14 0 −1.93 1 1 0
Rdp211 3 805.53 3 805.22 82.25 0 −0.04 1 1 0
Cdp201 3 591.56 3 591.56 53.42 0 0.00 0 1 0
Cdp202 3 591.56 3 591.56 70.56 0 0.00 0 1 0
Cdp203 3 591.17 3 591.17 56.26 0 0.00 0 1 0
Cdp204 3 599.87 3 599.33 50.34 0 −0.09 1 1 0
Cdp205 3 588.88 3 588.88 50.98 0 0.00 0 1 0
Cdp206 3 588.49 3 588.49 49.15 0 0.00 0 1 0
Cdp207 3 588.29 3 588.29 50.58 0 0.00 0 1 0
Cdp208 3 588.32 3 588.32 49.61 0 0.00 0 1 0
RCdp201 4 1441.52 4 1437.48 32 0 −0.28 1 1 0
RCdp202 4 1216.59 3 1412.52 52 −1 16.10 1 1 1
RCdp203 3 1106.72 3 1064.95 74.56 0 −3.77 1 1 0
RCdp204 3 900.65 3 813.74 85.46 0 −9.65 1 1 0
RCdp205 5 1253.44 4 1316.06 33.28 −1 5.00 1 1 1
RCdp206 4 1161.89 3 1154.36 52.15 −1 −0.65 1 1 1
RCdp207 3 1125.5 3 1098.64 60.77 0 −2.39 1 1 0
RCdp208 3 873.28 3 843.3 73.71 0 −3.43 1 1 0
Total better 20 27 6

∗ GapN𝑉 = N𝑉 VNS-BSTS − N𝑉 ETSP, GapTD = T𝐷VNS-BSTS−T𝐷ETSP
T𝐷ETSP

∗ 100%.
‘‘1’’ = True, ‘‘0’’ = False.
Hof and Schneider (2019) recently proposed an adaptive large
eighborhood search with path re-linking (LANS-PR) to solve the same
roblem with us. There is no doubt that ALNS-PR is an efficient
lgorithm. In fact, according to Hof and Schneider (2019), ALNS-PR ob-
ained an amazing improvement to the results obtained by Wang et al.
2015) and Wang and Chen (2012). Table 6 provides a comparison
etween the solution obtained by VNS-BSTS and ALNS-PR.

The detailed comparisons among our solutions and the previous
tudies could be found in Appendix. In this section, we combine all
he experimental results obtained by Wang and Chen (2012), Wang
t al. (2015), Shi et al. (2018a), Hof and Schneider (2019) and Hof
2019), so that we can get the Best Known Solutions (BKS). Therefore,
he comparison is performed between our solutions and the BKS.

For all 56 instances, the proposed two-stage algorithm obtained the
3 (41.07%) solutions the same or better as compared with BKS. More
recisely, 6 (10.71%) solutions are improved on the basis of BKS.

The proposed VNS-BSTS can improve several solutions than the
ublished best results, as well as obtain one-third of the same results.
his demonstrates that the proposed two-stage approach is efficient
or solving these instances. But we also notice that there is still the
otential to improve our solutions.

.4. Experimental results for instances with large size

In order to further check the efficiency of the proposed algo-
ithm, we also test the instances with large-scale customers (more than
00). The large size instances are originally designed by Wang et al.
2015). Wang et al. (2015) provided the near-optimal solutions without
aking any comparison, while Hof and Schneider (2019) recently

olved the same benchmark instances with amazing improvement. We
an find that we improve 22 out of 28 (78.58%) the solutions of
nstances, and we decrease 21 instances (75.00%). When compared
ith Hof and Schneider (2019), we find that we have improved

olutions of two instances and decrease NV for one instance. We also
17
notice that there is a certain gap between our results and the results
in Hof and Schneider (2019) when solving large-scale instances (see
Table 7).

6. Analysis and discussions

In this section, we undertake additional analysis to investigate
the contribution of each underlying component of the proposed two-
stage algorithm. Specifically, we explore the role of the first stage in
enhancing the primary objective NV, and the second stage in optimizing
the second objective TD.

6.1. Role of the first stage

As discussed earlier, the leading role of VNS is to optimize the
primary objective function NV. However, we additionally notice that
the second-stage TS algorithm helps to reduce NV while optimizing TD.
So naturally, one may ask: is the first stage algorithm really needed?
And if the answer is affirmative, we will further consider which of the
two stages obtains more improvements of NV? This part will answer
this question using an empirical experiment, which makes a comparison
between the solution obtained by the two-stage algorithm and the only
second stage, respectively.

BSTS, as a VNS-BSTS variant without the first stage, starts with the
initial solution generated by PFIH (Solomon, 1987) and then improves
it with BSTS. This experiment allows us to recognize how much the first
stage further contributes to the reducing of the primary objective NV.

Based on the results presented in Table 8, the gaps between the two
algorithms may be summarized as follows:

For all 56 instances, the VNS-BSTS algorithm achieved 51 (91.07%)
the same or better solutions as compared with the BSTS. More specif-
ically, in 44 (78.57%) instances, the VNS-BSTS algorithm obtained
solutions that had at least one vehicle less than the solutions obtained
by the BSTS. For the remaining 30 (53.57%) instances , the NV is
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Table D.14
Comparison with the recent results obtained by Hof and Schneider (2019).

Instance ID ALNS-PR (Hof and Schneider, 2019) VNS-BSTS gap∗

NV TD NV TD CT NV TD(%) Is solution improved? Is solution non-worse?

rdp101 19 1650.8 19 1650.8 34.91 0 0.00 0 1
rdp102 17 1486.12 17 1486.12 31.60 0 0.00 0 1
rdp103 13 1297.01 13 1294.75 38.26 0 −0.17 1 1
rdp104 10 984.81 10 984.81 65.48 0 0.00 0 1
rdp105 14 1377.11 14 1377.11 33.95 0 0.00 0 1
rdp106 12 1252.03 12 1261.4 43.65 0 0.75 0 0
rdp107 10 1121.86 10 1144.02 44.13 0 1.98 0 0
rdp108 9 965.54 9 968.32 67.67 0 0.29 0 0
rdp109 11 1194.73 11 1224.86 40.18 0 2.52 0 0
rdp110 10 1148.2 11 1101.33 50.91 1 −4.08 0 1
rdp111 10 1098.84 10 1117.76 46.72 0 1.72 0 0
rdp112 9 1010.42 10 961.29 65.87 1 −4.86 0 1
cdp101 11 976.04 11 976.04 60.29 0 0.00 0 1
cdp102 10 941.49 10 942.45 68.87 0 0.10 0 0
cdp103 10 892.98 10 896.28 95.40 0 0.37 0 0
cdp104 10 871.4 10 872.39 70.62 0 0.11 0 0
cdp105 10 1053.12 10 1080.63 41.46 0 2.61 0 0
cdp106 10 967.71 10 963.45 57.30 0 −0.44 1 1
cdp107 10 987.64 10 987.64 79.04 0 0.00 0 1
cdp108 10 932.88 10 934.41 79.24 0 0.16 0 0
cdp109 10 910.95 10 909.27 68.59 0 −0.18 1 1
rcdp101 14 1776.58 14 1708.21 32.04 0 −3.85 1 1
rcdp102 12 1583.62 13 1526.36 43.85 1 −3.62 0 1
rcdp103 11 1283.52 11 1336.05 46.00 0 4.09 0 0
rcdp104 10 1171.65 10 1177.21 43.81 0 0.47 0 0
rcdp105 14 1548.96 14 1548.38 42.41 0 −0.04 1 1
rcdp106 12 1392.47 12 1408.19 47.52 0 1.13 0 0
rcdp107 11 1255.06 11 1295.43 54.70 0 3.22 0 0
rcdp108 10 1198.36 10 1207.6 51.23 0 0.77 0 0
Rdp201 4 1253.23 4 1254.57 46.59 0 0.11 0 0
Rdp202 3 1191.7 3 1202.27 119.56 0 0.89 0 0
Rdp203 3 946.28 3 949.42 107.10 0 0.33 0 0
Rdp204 2 833.09 2 837.13 129.22 0 0.48 0 0
Rdp205 3 994.43 3 1027.49 79.63 0 3.32 0 0
Rdp206 3 913.68 3 938.63 96.08 0 2.73 0 0
Rdp207 2 890.61 2 912.26 101.46 0 2.43 0 0
Rdp208 2 726.82 2 737.26 173.85 0 1.44 0 0
Rdp209 3 909.16 3 940.29 77.00 0 3.42 0 0
Rdp210 3 939.37 3 945.97 87.14 0 0.70 0 0
Rdp211 2 904.44 3 805.22 82.25 1 −10.97 0 1
Cdp201 3 591.56 3 591.56 53.42 0 0.00 0 1
Cdp202 3 591.56 3 591.56 70.56 0 0.00 0 1
Cdp203 3 591.17 3 591.17 56.26 0 0.00 0 1
Cdp204 3 590.6 3 599.33 50.34 0 1.48 0 0
Cdp205 3 588.88 3 588.88 50.98 0 0.00 0 1
Cdp206 3 588.49 3 588.49 49.15 0 0.00 0 1
Cdp207 3 588.29 3 588.29 50.58 0 0.00 0 1
Cdp208 3 588.32 3 588.32 49.61 0 0.00 0 1
RCdp201 4 1406.94 4 1437.48 32.00 0 2.17 0 0
RCdp202 3 1414.55 3 1412.52 52.00 0 −0.14 1 1
RCdp203 3 1050.64 3 1064.95 74.56 0 1.36 0 0
RCdp204 3 798.46 3 813.74 85.46 0 1.91 0 0
RCdp205 4 1297.65 4 1316.06 33.28 0 1.42 0 0
RCdp206 3 1146.32 3 1154.36 52.15 0 0.70 0 0
RCdp207 3 1061.84 3 1098.64 60.77 0 3.47 0 0
RCdp208 3 828.14 3 843.3 73.71 0 1.83 0 0

∗ GapN𝑉 = N𝑉 VNS-BSTS − N𝑉 ALNS-PR, GapTD = T𝐷VNS-BSTS−T𝐷ALNS-PR
T𝐷ALNS-PR

∗ 100%.
‘‘1’’ = True, ‘‘0’’ = False.
decreased. The empirical results demonstrate that the learning-based
VNS has played a crucial role for decreasing NV.

6.2. Contribution of the second stage

The improvement of the second objective TD mainly relies on BSTS,
which composes by TS-I and TS-II. This section mainly analyzes the
comparison between the solutions VNS-TS-I, VNS-TS-II and VNS-BSTS.

The comparison of the solutions obtained from the VNS-TS-I and
VNS-BSTS for all the instances is detailed in Table 9. For all 56
instances, the VNS-BSTS algorithm achieved 51 (91.07%) the same or
better solutions as compared with the BSTS. More specifically, in 44
18
(78.67%) instances, the VNS-BSTS algorithm obtained better solutions
than the VNS-TS-I. The NV for both methods are almost the same. This
indicates that the TS-II has played an crucial role in improving TD.

7. Conclusions

Vehicle routing problem (VRP), as a classical NP-hard problem with
board applications, has attracted numerous researchers. Vehicle routing
problem with simultaneous pickup–delivery and time windows (VRP-
SPDTW), regarded as an extension of VRP with adding simultaneous
pickup–delivery and time windows constraints, is more computation-
ally challenging and has been widely applied in the logistics industry.
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Solving VRPSPDTW will help the logistics companies to reduce cost
and provide better customer service, which will increase the compet-
itiveness of logistics companies who are facing fierce competition. In
this problem, we are given a set of homogeneous vehicles (the same
capacity, engine and etc.), a depot (warehouse), and a set of customers
with deterministic pickup–delivery demands and time windows.

VRPSPDTW has two hierarchical optimization objectives. A primary
objective of minimizing the number of vehicles (NV) which has sig-
nificant effect on logistics, because vehicles involve a series of costs
including charge of procurement of a vehicle, depreciation cost, cost of
repair and maintenance, driver cost, fuel cost, carbon tax and etc. And
a secondary objective of minimizing the transportation distance (TD).
Due to the complexity to evaluate and calculate the cost generated
by the primary objective of NV, usually, previous studies tended to
use the 𝑓 = NV as a objective function to evaluate the cost of NV.
We also noticed that the existing methods for solving VRPSPDTW
rely on an aggregated weight function to optimize the two objectives,
which has the clear drawback of examining many irrelevant candidate
solutions. According to the observation of the best solution obtained
by previous studies, we found that the optimization of TD is not
necessarily a promotion for reducing NV. Therefore, in this paper, an
effective learning-based two-stage algorithm, also named as VNS-BSTS,
is designed to solve the VRPSPDTW.

In the first stage, we integrated a learning-based objective function
with variable neighborhood search (VNS) to minimize the NV while
retains the potential structures of a solution which can be used in the
second stage to minimize the TD. In the second stage, we optimize TD
and NV by developing bi-structure based tabu search. Experimental
results on 93 benchmark instances , which are compared with the
state-of-the-art results obtained by previous studies, demonstrate that
our two-stage algorithm performs remarkably well both in terms of
computational efficiency and solution quality. According to the statis-
tical results of the solutions obtained by this study, we found that the
two-stage algorithm proposed by this study discovers several improved
best-known values. To our knowledge, this is the first two-stage algo-
rithm reaching such a performance. To explore the contributions of the
VNS and Tabu search on the proposed two-stage algorithm, finally,
we analyzed several key components of the algorithm to highlight
their impacts on the performance of the two-stage algorithm. Another
contribution of this study is that the two-stage algorithm may give
a new research direction for academics to solve different variants of
VRP, such as green vehicle routing problem and electric vehicle routing
problem, by using two-stage approach. We should also notice that some
solutions still do not reach the best know solutions, and it indicates
that there is still the potential to improve the searching ability of the
proposed algorithm.

The model and meta-heuristic algorithm of this article are of great
significance. On the one hand, the objective function, which is based on
the learning mechanism, aims to reduce the number of vehicles. This
strategy provides a new way of thinking for future research. On the
other hand, the research in this paper has significant practical value.
In most courier companies, the cost of workers, including monthly
salary, insurance, etc., is getting higher and higher. While, in the
actual logistics work, a courier corresponds to a vehicle. Therefore, it
is of great significance to optimize the number of vehicles (number
of workers) first and then optimize the distance of vehicles in order
to reduce the operating costs of courier companies and determine the
number of workers.

Many exciting directions in this paper deserve further research.
(1) The algorithm could be further improved to solve the very large-
scale instances (Li et al., 2005; Hof and Schneider, 2019; Hof, 2019).
(2) Meta-heuristics (Ezugwu, 2019; Fathollahi-Fard et al., 2018), inte-
grated with learning techniques (Bi and Zhang, 2018) or multi-agent
systems, can also be adapted to make an effort to improve the quality
of the solutions further. (3) The variants of the proposed two-stage
algorithm could apply to other new applications, such as delivery
and pickup services with drone (Karak and Abdelghany, 2019), on-
line integrated order picking, and delivery for the O2O community
supermarket (Zhang et al., 2019).
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Appendix A. The detailed routes of the obtained near-optimal
solutions

The detailed routes for the middle size instances can be found
at: https://drive.google.com/file/d/18WePZKZCiaG2O-nbgBtMNme06
aFqbHD_/view?usp=sharing

The routes for the large size instances can be found at https://driv
e.google.com/file/d/1BLKIbnizIyWnBkyaMqhT41mpGIUMkKk9/view?
usp=sharing

Appendix B. Mathematical model

Input parameters:

𝑉 : Set of all vehicles.
|𝑉 |: The cardinality of 𝑉 .
𝐾: The total number of vehicles in set 𝑉 .
𝐶: Set of all customers.
𝑁 : Set of all customers, namely 𝑁 = 𝐶 ∪ {0} ∪ {𝑛 + 1}.
𝑄: The capacity of each vehicle.
𝑖: The index of customers (𝑖 = 0, 1, 2,… , 𝑛, 𝑛 + 1).

Especially, 𝑖 = 0 or 𝑛 + 1 represents the index of unique
depot.

𝑘: The index of vehicles (𝑖 = 0,… , |𝑉 |).
[𝑎𝑖, 𝑏𝑖]: The time window for customer 𝑖. Especially, when 𝑖 = 0

and 𝑖 = 𝑛 + 1, 𝑎𝑖 is the opening time of the depot, while
𝑏𝑖 is the closing time of the depot.

𝑑𝑖: The delivery demand of customer 𝑖.
𝑝𝑖: The pickup demand of customer 𝑖.
𝑐𝑖𝑗 : The transportation cost between customer 𝑖 and

customer 𝑗.
𝑡𝑖𝑗 : The travel time between customers 𝑖 and 𝑗 for a single

trip.
𝑡𝑖: The service time for customer 𝑖.
𝜎: A sufficient large number, which represents the

dispatching cost of a vehicle.
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Decision variables:

𝑥𝑖𝑗𝑘: If vehicle 𝑘 travels from customer 𝑖 to customer 𝑗, in
which 𝑖 ≠ 𝑗, 𝑥𝑖𝑗𝑘 = 1.
Otherwise, 𝑥𝑖𝑗𝑘 = 0

𝑦𝑖𝑗 ∈ +: The demand picked up from customers up to customer
𝑖, and transported in arc(𝑖, 𝑗);

𝑧𝑖𝑗 ∈ +: The demand to be delivered up to customer 𝑖 and
transported in arc (𝑖, 𝑗).

𝑆𝑖𝑘: The beginning service time of customer 𝑖.

The mixed-integer programming model can be formulated as:

min 𝜎 ⋅
∑

𝑘∈𝑉

∑

𝑗∈𝐶
𝑥0𝑗𝑘

⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟
Number of Vehicles

+
∑

𝑘∈𝑉

∑

𝑖∈𝑁

∑

𝑗∈𝑁,𝑗≠𝑖
𝑐𝑖𝑗𝑥𝑖𝑗𝑘

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Transportation Distance

(B.1)

s.t.
∑

𝑘∈𝑉

∑

𝑗∈𝑁
𝑥𝑖𝑗𝑘 = 1,∀𝑖 ∈ 𝐶, (B.2)

∑

𝑖∈𝑁
𝑥𝑖ℎ𝑘 −

∑

𝑗∈𝑁
𝑥ℎ𝑗𝑘 = 0,∀ℎ ∈ 𝐶; 𝑘 ∈ 𝑉 , (B.3)

∑

𝑗∈𝑁
𝑥0𝑗𝑘 ≤ 1,∀𝑘 ∈ 𝑉 , (B.4)

∑

𝑗∈𝑁
𝑥𝑗(𝑛+1)𝑘 ≤ 1,∀𝑘 ∈ 𝑉 , (B.5)

∑

𝑖∈𝑁
𝑦𝑗𝑖 −

∑

𝑖∈𝑁
𝑦𝑖𝑗 = 𝑝𝑗 ,∀𝑗 ∈ 𝐶, (B.6)

∑

𝑖∈𝑁
𝑧𝑖𝑗 −

∑

𝑖∈𝑁
𝑧𝑗𝑖 = 𝑑𝑗 ,∀𝑗 ∈ 𝐶, (B.7)

𝑦𝑖𝑗 + 𝑧𝑖𝑗 ≤ 𝑄
∑

𝑘∈𝑉
𝑥𝑖𝑗𝑘,∀𝑖, 𝑗 ∈ 𝑁, (B.8)

𝑆𝑖𝑘 + 𝑡𝑖 + 𝑡𝑖𝑗 −𝑀(1 − 𝑥𝑖𝑗𝑘) ≤ 𝑆𝑗𝑘, 𝑖, 𝑗 ∈ 𝑁 ; 𝑘 ∈ 𝑉 , (B.9)

𝑎𝑖 ≤ 𝑆𝑖𝑘 ≤ 𝑏𝑖, 𝑖 ∈ 𝑁 ; 𝑘 ∈ 𝑉 , (B.10)

𝑥𝑖𝑗𝑘 ∈ {0, 1}, 𝑦𝑖𝑗 ≥ 0, 𝑧𝑖𝑗 ≥ 0, 𝑖, 𝑗 ∈ 𝑁, 𝑘 ∈ 𝑉 , (B.11)

Objective function (B.1) aims to minimize the Number of Vehicles
(NV) and Transportation Distance (TD). Constraint (B.2) ensures that
each customer is serviced exactly once. Constraint (B.3) indicates the
flow conservation. Constraints (B.4)–(B.5) indicate that each assigned
vehicle departs from the depot and must return to the depot. Con-
straints (B.6)–(B.7) are flow equations for pickup and delivery demand.
Constraint (B.8) is the capacity constraint. Constraints (B.9)–(B.10)
ensure that each customer must be visited with the time window
constraints. Finally, constraint (B.11) defines the nature of the decision
variables.

Appendix C. The description of the benchmark instances

See Fig. C.7.

Appendix D. The comparison with the previous studies in the
same instances
See Tables D.10–D.14.
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